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Abstract
The University of Tehran English Proficiency Test (UTEPT) is a high-stakes entrance examination taken by more than 10,000 master’s degree holders annually. The examinees’ scores have a significant influence on the final decisions concerning admission to the University of Tehran Ph.D. programs. As a test validation investigation, the present study, which is a bias detection research in nature, utilized multistep logistic regression (LR) procedure to examine the presence of gender differential item functioning (DIF) in the UTEPT with a sample of 6,555 examinees who took the test in November 2006. Specifically, the LR DIF two-degree of freedom Chi-squared test of significance was employed to test the significance of DIF. Following what has been recently suggested in the literature, the test of significance for DIF was accompanied by a measure of magnitude, namely the $R^2$-squared effect size for LR DIF, for the interpretation of which the two widely accepted classification schemes were used comparatively. The results reveal that 39 of the 100 items in the test display significant gender differences. However, these group differences are viewed as “negligible” based on both of the schemes. Accordingly, it could be argued that the UTEPT is a gender DIF-free test, though the Reading Comprehension section of the test remains in need of further analysis as it seems that the general trend of DIF indices at the item level may hint at an inclination towards males.
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I. Introduction

One of the important factors which should be taken into account in dealing with the validity of any test is the issue of fairness (Thissen, 2001). Educational Testing Service Fairness Review Guidelines (2003) offers a simple and fairly straightforward verdict: “A test that shows valid differences is fair; a test that shows invalid differences is not fair” (p. 2). Therefore, when people with similar abilities in the construct being measured perform substantially differently on a test item it is necessary that the item be reviewed for fairness (Gierl, Khaliq & Boughton, 1999), and perhaps removed if the differential performance of the examinees is not balanced or cancelled over the test as a whole (Wainer, Sireci & Thissen, 1991). This issue has made a great area of investigation for researchers, and a technique which empirically measures the differential functioning of items for groups which are matched on the ability of interest has now become “the new standard in psychometric bias analysis” (Zumbo, 1999, p. 6) and is now “a key component of validity studies in virtually all large-scale assessments” (Penfield & Camilli, 2007, p. 125). This technique is called differential item functioning (DIF) after Holland and Thayer who used the term in a seminal chapter on test validity (1988).

DIF occurs when the responses of individuals having the same ability of interest show systematic differences simply based on their membership in a certain group. It is necessary, therefore, that judgmental and statistical analyses be applied to detect the items in a test that function differentially for individuals with the same ability from different groups. It can be argued that the higher the stakes of a test, the more the need for such analyses. The necessity of conducting a study examining the issue of fairness in the University of Tehran English Proficiency Test (UTEPT) is best understood when one takes into account the fact that every year the test is taken by more than 10,000 masters degree holders and the inferences made on the basis of the test scores are a crucial factor in determining the admission of the test takers in the Ph.D. program at the University of Tehran.

Gender DIF analysis is an important part of test development as it helps to examine and eliminate the items which may be potentially unfair to some groups of
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... test takers because of gender group membership. To the knowledge of the present researchers, no such study has ever been done in Iran. The purpose of the present study, therefore, is to investigate the presence, the magnitude as well as the direction of DIF in the items of the UTEPT.

II. Background

DIF exists when after controlling for overall ability examinees from different groups have a different probability or likelihood of successfully answering an item. Though the development of statistical methods for identifying potentially biased items began in the 1970s (Penfield & Camilli, 2007), it seems that the first bias studies were done due to the Civil Rights Act of 1964 in the U.S. (Conoley, 2003 and Duncan, 2006). Owing to the Act, the first DIF studies were those which were conducted to ensure test fairness for black and white examinees. The methods used in the early DIF studies were ANOVA, correlational methods and Transformed Item Difficulty (TID) method which looked for differential difficulty as an indicator of bias. Since that time, many approaches have been developed to examine DIF, among which standardization (Dorans & Kulick, 1986), Mantel-Haenszel (MH; Holland & Thayer, 1988), logistic regression (LR; Swaminathan & Rogers, 1990), Simultaneous Item Bias Test (SIBTEST; Shealy & Stout, 1993) and item response theory (IRT) procedures are the most widely used statistical methods for detecting DIF in dichotomously scored responses (see Sireci & Allalouf, 2003 for a detailed list of DIF methods and the types of data for which each method is appropriate).

Generally, DIF is of two types, uniform and non-uniform. Uniform or unidirectional DIF exists when the probability of endorsing an item (answering an item correctly) is greater for one group than for the other group over all the levels of proficiency. The existence of non-uniform or crossing DIF demonstrates that the difference in probabilities of a correct response is not the same at all levels of proficiency between the two comparison groups. That is, the probability of correctly answering an item is higher for one group at some points on the scale, and higher for the other group at other points (see Salkind, 2007). In IRT terminology, non-uniform
DIF exists when the item response curve for the focal group intersects the item response curve for the reference group. If the item response curves for the focal and reference groups do not cross, it is said that DIF is uniform. In other words, uniform DIF occurs when there is no interaction between the ability level and group membership. If there is an interaction between ability and gender, this signals the existence of non-uniform DIF (Swaminathan & Rogers, 1990).

For many years, the prevalence of non-uniform DIF was an intense debate among researchers. This explains the introduction of a DIF examination procedure for both uniform and non-uniform DIF as late as 1990, that is, almost three decades after the first statistical methods for DIF detection were proposed. Though the controversy seems not to have ended up in a unanimous agreement, there is little doubt today as to the occurrence of non-uniform DIF (Jodoin & Gierl, 2001). Therefore, utilizing an approach which can detect both uniform and non-uniform DIF seems superior for the researchers to enjoy a higher standard of practice. With this aim in view, the LR procedure was used as the DIF detection procedure in the present study.

III. Previous Gender DIF Studies in Language/Verbal Tests

Though the issue of bias has long been a concern of language testers, the systematic study of it can only be observed in the studies conducted after 1960. Yet, it was only as late as the 1980s that with the advent of more sophisticated approaches to DIF examination researchers could screen language tests for what could possibly lead to the unfair treatment of examinees of different gender. In one of these studies, Lawrence and Curley (1989) found that the items related to technical science content were more difficult for females. Curley and Schmitt (1993) found that of the 2,250 SAT-Verbal questions pretested in 1990, only 8.5 percent displayed moderate and large amounts of gender DIF. Buck, Kostin and Morgan (2002) found that item content can be associated with gender-based performance differences. In a study conducted by Ryan and Bachman (1992), it was found that males and females do not react differently at the item level in TOEFL and FCE. Lin
and Wu (2003) conducted a DIF study on the EPT (English Proficiency Test) in China, which was modeled after the TOEFL and found that there was not much gender DIF in the test. As they reported, of a total of 120 items, only two items were identified as exhibiting C-level or large DIF and in fact 89% of the test items exhibited “no” DIF whatever.

Conoley (2003) conducted a study to detect DIF in a measure of receptive vocabulary and found that expert judges could not accurately predict items that demonstrate DIF against one group, and that it was more plausible not to rely heavily on the expert’s subjective speculations in bias detection studies. The important point to note here is that DIF is a test-dependent phenomenon. Differential performance of the members of different gender groups on a certain item in a certain test does not reveal anything about the existence or direction of DIF in other language tests. In order to examine DIF in a test, an objective DIF analysis must be done on exactly that very test, and the findings of other DIF studies do not indicate much about the presence or absence of DIF in the test. Taking this point into account, the present research was an attempt to investigate the presence, magnitude, and direction of gender DIF in the UTEPT.

IV. Method

1. Data Set

The data used in this study consisted of the test results from the UTEPT which was taken by master’s degree holders of different majors seeking entry to the University of Tehran Ph.D. program in the year 2006. The analysis was performed on 6,555 cases, 4553 (69.5%) males and 2002 (30.5%) females. The male group was considered as the reference group and coded 1, and the female group was taken as the focal group of the study, given the dummy code 2. (Though McNamara and Roever, 2006, consider such categorizations conceptually problematic, it is common practice in DIF studies.)

Broer, Lee, Rizavi and Powers, (2005) presume a large sample size to be a
requirement for the LR procedure. Schmitt, Holland and Dorans (1992) also suggest that the largest possible number of examinees should be used to obtain stable DIF estimates and ensure sufficient power for DIF detection. Curley and Schmitt (1993) recommend that in order to come up with reliable results, large sample sizes be used, particularly for the focal group. Therefore, the sample size of the present study seems to enjoy a considerable degree of acceptability for the results to be reliably interpretable.

2. UTEPT

The University of Tehran English Proficiency Test (UTEPT) is a test of English proficiency developed in the Language Testing Center of the Faculty of Foreign Languages and Literature, University of Tehran. It functions as a screen test which must be taken by the M.A./M.S. holders of different majors to be allowed to sit the major-specific Ph.D. entrance examination. The test is taken by more than 10,000 master’s holders annually and the final decisions concerning admission to the University of Tehran Ph.D. candidacy are influenced by the results of this test. The test calibrates items separately within subtests and creates its final scale as a weighted composite of the scales created within subtests. However, the scores for the separate subtests are available and can be used for research purposes.

The UTEPT is a set of 100 four-option multiple-choice items with a time limit of 100 minutes. It includes three parts: The Structure and Written Expression section which comprises 40 items, the Vocabulary section which consists of 25 items, and the Reading Comprehension section which has 35 items. Throughout the study, care was taken to consider the developers’ concern over the confidentiality of the test.

The development process of the UTEPT includes three main steps. In the first step, the items are written. Then their usefulness is evaluated through different stages of review, and finally the final form of the test is created. There is yet another stage of internal review which finalizes the selection of test items and is applied after the test items are selected. Although biased items might be identified through the review stages of test development, statistical procedures can provide the test
developers and users with a robust niche objectively and empirically as regards the fairness of the test.

3. Procedure

An approach first proposed by Swaminathan and Rogers (1990), the LR approach to examining DIF in dichotomous items is based on the examination of regression in predicting item response from main effects of group and ability and their interaction (Kanjee, 2007). In other words, in binary LR, the item response, which in binary scoring format can have two values (correct or incorrect), will be the dependent variable, and the grouping variable (e.g., male vs. female), the ability variable and a group-by-ability interaction term will be taken as independent variables.

In the present study, the dichotomously scored item-level data based on 6,555 examinees was subjected to the multistep LR model which uses group membership (g) and ability-by-interaction (g*θ) term to estimate the probability that a randomly selected examinee with an ability of θ answers an item correctly. The LR equation can be shown as

\[ Y = b_0 + b_1θ + b_2g + b_3θg \]

where θ is the ability level of the examinee (which is usually represented by the total scale score), the letter g denotes the group membership variable which can take the two codes specified for the reference and focal groups, \( b_0 \) is the intercept for a dichotomized variable, and the parameters \( b_1, b_2 \) and \( b_3 \) are the slope parameters which denote the weights for ability, group membership, and the interaction of the two, respectively (Zumbo, 1999). The asterisk represents interaction between variables. In fact, this equation is a linear equivalent of the original LR DIF formula proposed by Swaminathan and Rogers (1990). The null hypothesis in LR DIF analysis can be shown as

\[ H_0: b_2 = b_3 = 0 \]

and

\[ H_0: b_2 = b_3 = 0 \]

for each item.

The LR method for binary scores employed in the present study was the three-step modeling process proposed by Zumbo (1999). In this method, in the first step the conditioning variable (θ) is entered into the regression equation. Conditioning is one of the requirements for every comparison between the groups. In the second
step, the group membership variable (g) is entered into the equation, and finally, in the last step, the score-by-group interaction term ($\theta^* g$) is entered. In sum, the whole process can be described as the following:

- Step 1: enter the conditioning variable ($\theta$)
- Step 2: enter the group membership variable (g)
- Step 3: enter the term for the interaction between the conditioning variable and group variable ($\theta^* g$)

In practical terms, by subtracting the Chi-squared value of the model with the ability variable from the Chi-squared value of the model with the interaction term and comparing the results with its distribution function with 2 degrees of freedom, the statistical tests for DIF can be computed (the two degrees of freedom is the result of comparing the model Chi-squared statistic at Step 3, which is three, and the model Chi-squared statistic at Step 1, which is one). An item is said to exhibit significant group differences when the $p$-value for the Chi-squared test of significance for that item is less than or equal to .01.

However, simulation studies have indicated that using the LR procedure without a measure of effect size could result in situations in which Type I error rate would be higher than expected (Jodoin & Gierl, 2001). In fact, an effect size measure is a descriptive statistic representing the “magnitude” of DIF. Since different studies have suggested that the power of statistical test is sensitive to the employed sample size (e.g. Jodoin & Gierl, 2001 and Zumbo, 1999), it seems essential that a measure of magnitude be used to enable the researcher to interpret DIF in terms of size.

The effect size for LR DIF is tested by the $R^2$-squared coefficient. $R$ is a statistic that is used to look at the partial correlation between the dependent variable and each of the independent variables. $R$ can range from -1 to +1. Within this framework, $R^2$ changes are used to represent the magnitude of DIF. $R^2$ is the result of the ratio of model fit Chi-squared to -2 Log likelihood. In effect, the $R^2$ values corresponding to uniform and non-uniform DIF are associated with $b_3 g$ and $b_3 \theta^* g$, respectively. In this procedure, uniform DIF can be measured by comparing the $R^2$ value of the ability-only regression equation (i.e., Step 1) with the $R^2$
value after adding the group variable (i.e., Step 2). Non-uniform effect sizes can be calculated by comparing the value of $R^2$ in Step 3 and Step 2, that is, after and before entering the interaction term into the LR equation. It is the aggregation of uniform and non-uniform effects that makes the total DIF effect size.

Zumbo and Thomas (1996) offer a classification guideline for DIF effect sizes. Based on this guideline, DIF values can be classified as negligible (A-level), moderate (B-level) or large (C-level). This guideline can be summarized as the following:

1. Negligible or A-level DIF: $R^2 < 0.13$
2. Moderate or B-level DIF: $0.13 \leq R^2 < 0.26$
3. Large or C-level DIF: $0.26 \leq R^2$

Therefore, putting the two procedures together, as Zumbo (1999) points out, for an item to be classified as displaying DIF, the two-degree-of-freedom Chi-squared test in logistic regression had to have had a $p$-value less than or equal to 0.01 (set at this level because of the multiple hypotheses tested) and the Zumbo-Thomas effect size measure had to be at least an $R$-squared of 0.130. (p. 27) [italics original]

It should be noted, however, that this is not the only classification scheme for $R^2$ values in the DIF literature. In a simulation study on evaluating Type I error and power rates using an effect size with logistic regression DIF, Jodoin and Gierl (2001) compared the effect size measures for logistic regression and SIBTEST to suggest a different set of classification standards for $R^2$ changes, which they believed could be considered strikingly different form the one proposed by Zumbo and Thomas (1996). In brief, the guideline proposed by Jodoin and Gierl can be summarized as the following:

1. Negligible or A-level DIF: $R^2 < 0.035$
2. Moderate or B-level DIF: $0.035 \leq R^2 < 0.070$
3. Large or C-level DIF: $0.070 \leq R^2$

We used both of these classification schemes in this study.
4. Analysis

In this study the multistep LR procedure was used to examine the existence, the magnitude, and the direction of DIF in the items of the UTEPT. For this purpose, first the grouping variable needed to be coded and defined as nominal. Dummy codes 1 and 2 were used for the reference and focal groups respectively. Also, the total score for each individual was needed to be specified to be used as the conditioning variable. The item responses were then coded dichotomously. That is, all the 100 item responses for the entire 6,555 examinees were converted to a 0-and-1 system of coding.

The dependent variable (item response) and the independent variables (ability and gender) were entered into SPSS and the binary logistic analysis was used to analyze the data. For each item, the simultaneous uniform and non-uniform DIF two-degree of freedom Chi-squared (DIF $\chi^2[2]$) was produced, which was the test of significance for DIF in LR. The $R^2$ changes for the items with significant group differences were then estimated and compared against the Zumbo-Thomas (1996) and Jodoin-Gierl (2001) classification schemes to find the items with moderate or large DIF indices.

V. Results

Of the 6,555 test takers whose records have been used in the present study, 4553 were male and 2002 were female. The average total score of all the participants in the test was 54.71. The means of the total scores for males and females were found to be 54.12 and 56.04 respectively. A preliminary analysis of the data indicated that the standardized mean difference in total scores of males (M = -.036, SD = 1.01) and females (M = .083, SD = .96) was d = -.12, which was found to be statistically significant, $t(6553) = -4.47, p \leq 0.01$ (two-tailed). However, it would be viewed as a very small effect size using Cohen’s (1988) standard of .20 as “small”. Table 1 below gives a summary of the descriptive statistics.
Table 1. Descriptive statistics of the male and female test-takers' scores

<table>
<thead>
<tr>
<th></th>
<th>Number</th>
<th>Mean of Total Score</th>
<th>Standard Mean Difference</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>4553</td>
<td>54.12</td>
<td>-.036</td>
<td>1.01</td>
</tr>
<tr>
<td>Female</td>
<td>2002</td>
<td>56.04</td>
<td>.083</td>
<td>.96</td>
</tr>
</tbody>
</table>

The results of the formal test of significance for DIF revealed that of the 100 items in the test, 39 items could pass the \( p \leq 0.01 \) condition for the two-degree-of-freedom Chi-squared test. Table 2 presents results of the DIF analyses for these 39 items. The results indicated that non-uniform DIF was not prevalent in the UTEPT and from the 39 items which could pass the test of significance, 24 items were found not to exhibit any non-uniform DIF whatever. This means that 85 percent of the items in the entire test displayed no non-uniform DIF. On the whole, items 51 and 83 exhibited the largest gender effect sizes, \( R^2=0.01 \) (see Table 2).

Table 2. Uniform, Non-uniform, Total R\(^2\) Effect Sizes, and the Chi-squared test results for the items with \( p \leq 0.01 \)

<table>
<thead>
<tr>
<th>Item No.</th>
<th>( R^2 ) effect size</th>
<th>( \chi^2 ) test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>Non-uniform</td>
<td>Total</td>
</tr>
</tbody>
</table>


VI. Discussion and Conclusions

The present study was an attempt to examine the fairness of the UTEPT with regard to gender. It can offer some insights into the test design and development process at the University of Tehran. Although there are some researches to suggest that multiple choice questions might favor either boys or girls (Woods, 1991), the general consensus is that at the item level, no group differences should be found in a test of English language proficiency. Gender group membership should not have any impact on the performance of examinees on an item. This is of great prominence
since the UTEPT is a high-stakes test with a major impact on people’s future academic and social life. Though the existence of DIF in a test does not necessarily signal bias, the present study was conducted as a prelude to more profound analyses towards developing unbiased tests.

The results revealed that of the whole 100 items in the test, 61 items could not pass the formal test of significance for DIF. That is, the two-degree of freedom Chi-squared test for these items did not have a $p$-value less than or equal to .01. This left 39 items (39% of the test items) to be tested for the magnitude of DIF. Once the effect sizes for the items with significant gender differences were estimated, these values needed to be interpreted based on the classification schemes for DIF. If an item with significant group differences exhibited moderate or large DIF, it could be considered as a potential threat to the fairness of the test. In other words, it can be suggested that these test items should be replaced with ones which show less DIF.

Based on both Zumbo-Thomas (1996) and Jodoin-Gierl (2001) guidelines, all of the 39 items with significant gender differences were found to display negligible or A-level DIF. In consequence, it can be concluded that concerning gender the UTEPT appears to be a DIF-free test. This, however, can only be regarded as a general conclusion since it only takes the aggregate results into account. It is not implausible to argue that 39 out of 100 is still a lot, though the magnitudes for DIF indices were shown not to have reached the acceptable level to be considered moderate or large. What is of equal importance in interpreting the results is the individual direction of DIF indices and the cumulative effect of these indices. It seems necessary therefore to examine whether these “negligible” DIF values display random preferential treatment for either of the gender groups or it is the case that a considerable number of the indices favor one group more than the other, in which case, the argument supporting that the test is gender DIF-free can hardly remain persuasive.

The individual analyses of the 39 items which could pass the test of significance for DIF displayed that 25 items favor males and 14 items favor females. This suggests that on the whole these “negligible” DIF indices are shown to have favored
males more than females. It is even possible to have a closer look at the direction of the DIF values by considering the three parts of the test and comparing the direction of the items that favor males and those that favor females in the three sections, namely Structure and Written Expression, Vocabulary, and Reading Comprehension.

Out of 40 items in the Structure and Written Expression Structure section, 11 items contained DIF values which could pass the formal test of significance. From these 11 items, six favored males and five favored females. Taking the Vocabulary section into account, it was found that out of the 25 items in this section, 13 items displayed significant DIF values, eight favoring males, and five favoring females. Finally, in the Reading comprehension section, 15 out of 35 items in the section were found to have significant DIF indices, out of which 11 favored males and four favored females.

Putting the magnitude of the found DIF values aside for the moment, this subsequent exploratory analysis of the results reveals that with regard to the differential performance of males and females on different sections of the test, it is the Reading Comprehension section of the test which for the most part appears to be responsible for the differential performance of males and females on the items of the UTEPT (note again that the group differences were found to be significant, but negligible). It might be useful then to have a closer look at this section of the exam.

The Reading Comprehension section of the test comprises various questions which can generally be divided into three parts. The first part, which is the main part of the section, contains 28 questions and consists of six passages, ranging from 87 to 233 words, each followed by four to six multiple-choice questions. The second part which includes only four questions is called the Restatement part in which the test takers were supposed to read sentences followed by four choices and choose the best restatement of the sentences. The last part is called Coherence and has just three questions. For each item in this part, the test takers were required to read a paragraph in which one sentence had been removed and choose the choice that best completed the paragraph and made it coherent.
A cursory examination of the items with significant DIF in the Reading Comprehension section revealed that passages 1, 4, 5 and the Coherence part were mostly in favor of males. Though the DIF values were found to be “negligible”, the finding that all of the significant DIF values related to the items following these three passages and the Coherent part favored males should not be taken as accidental. In general, the themes of the three passages favoring males can be summarized as “educational development”, “education of children with disabilities”, and “the International Bank”, respectively. Nonetheless, it should be admitted that drawing any conclusions at this point is neither helpful nor reliable. In fact, a more careful and detailed analysis of the reading passages is needed before getting to any generalizations.

By and large, this study posed three research questions to investigate: First the presence, second the magnitude, and third the direction of any gender DIF in the items of the UTEPT. With respect to the first and second research questions, it was found that of the 100 items in the test, 39 items had a significant p-value for their test of significance; however, the detected DIF indices are considered “negligible” using the corresponding classification schemes for DIF effect size proposed by Zumbo and Thomas (1996) and Jodoin and Gierl (2001).

The direction of DIF can be estimated from the regression coefficients, or particularly from the gender group main effect b-weight or the slope parameter of the regression. In fact, the direction of DIF depends on the sign (positive or negative) of the group b-weight and how group membership is coded (B. Zumbo, personal communication, August 1, 2008). Although some efforts were made in the present study to explain the small differences between the performances of the two genders on some items (particularly on the Reading Comprehension section), it should be noted that the direction of DIF is interpretable only when there is a DIF at all. Therefore, since no DIF index at the item level was detected in the test, this question needs to be examined in a more comprehensive study which takes differential test functioning (see Pae & Park, 2006) or differential bundle (testlet) functioning into consideration (see Wainer et al. 1991).
The results of the study can bear more significance by taking one point into account. LR is a parametric DIF detection approach which is a response to the previous DIF techniques which could only screen uniform DIF such as standardization, MH or SIBTEST. In a study comparing LR and MH for detecting DIF, Rogers and Swaminathan (1993) concluded that the LR procedure was as powerful as the MH procedure in detecting uniform DIF, and more powerful than the MH in detecting non-uniform DIF (see also Gierl, Jodoin & Ackerman, 2000). In addition, as Duncan (2006) stated,

If LR DIF can detect non-uniform DIF better than the MH DIF method, and is as powerful at detecting uniform DIF as the MH DIF method, then the inclusion of an effect size would make LR DIF a very attractive choice as a DIF detection method. (p. 38)

Jodoin and Gierl (2001) also emphasized that while LR has comparable power to MH and SIBTEST in detecting uniform DIF, it is superior in power for detecting non-uniform DIF. In addition, Gierl, Rogers and Klinger (1999) found that “effect size measures [for MH, SIBTEST and LR] were highly correlated across DIF procedures except the measure for non-uniform DIF” (p. 15), which could only be assessed by LR. Altogether, these findings can provide tacit confirmation as to the superiority of LR over standardization, MH and SIBTEST.

There is another point which may add to the value of the findings of the study. In an attempt to examine the reliability of different DIF detection methods, Huang (1998) made a comparison between standardization, MH and LR methods and found that more items could be identified as exhibiting DIF by LR than the MH and standardization methods. That is, “items which were labeled as ‘exhibiting DIF’ by the MH and STD [i.e., standardization] methods could be identified as either uniform DIF or non-uniform DIF in the LR method” (p. 8). In other words, all the items labeled as “exhibiting DIF” by both the MH and standardization methods, were also detected to exhibit DIF by the LR method. It can be concluded, therefore, that in detecting DIF items “the LR method is more sensitive than the MH and STD methods” (p. 8), and that in comparison with MH and standardization, the LR
method tends to label the most items as exhibiting DIF. This is consistent with the findings of Gierl, Khaliq, et al. (1999), who found that in comparison with MH, which they referred to as “the conservative procedure” (p. 12), LR could flag a large number of items as exhibiting DIF. Also, as Gierl, Jodoin, et al. (2000) have found, LR has excellent Type I error rates which is a reassuring point for the researchers who choose LR as their DIF detection method.

On the whole, what can be inferred from this comparative discussion is that, generally, LR is more likely to flag an item with moderate or large DIF than the other two DIF detection methods which have been generally used at ETS viz standardization and MH. In other words, by utilizing LR, the researchers can be sure that they obtain a list of DIF items which might not be flagged as displaying DIF by either the MH or standardization procedures. Metaphorically, LR feels free to accuse an item of displaying DIF (see Duncan, 2006; Gierl, Jodoin, et al., 2000; Gierl, Rogers, et al., 1999; Jodoin & Gierl, 2001 and Rogers & Swaminathan 1993).

This, implicitly, can be considered as a reassuring point for the developers of the UTEPT. In other words, since the procedure which was used in the study is considered to be the strictest in comparison to standardization and MH, and since LR could not flag any item as displaying DIF in the test, the developers of the UTEPT can be convinced that it is most probable that the items of the test would not be flagged as displaying DIF if another study were to be conducted using standardization or MH. In this regard, a better plan for future studies may be to conduct another DIF analysis on the test utilizing item response procedures which seem to be the most efficient methods of all. For one thing, unlike MH and standardization, IRT is capable of screening non-uniform DIF which is important if the follow-up studies are to be comparative (see Kang & Cohen, 2007 for IRT model selection methods for dichotomous items). Generally, an ideal DIF study is the one which uses a combination of DIF techniques. Also, further research is needed to examine the differential functioning not of items but of the whole test or items bundles particularly the Reading Comprehension section. In addition, other studies can examine the existence of DIF for examinees with different academic
backgrounds or disciplines.
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