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Abstract

One of the most concerning issues for researchers is to predict the shape and dimensions of the scour pit near
hydraulic structures such as the base of bridges, weirs, valves and stilling basins due to both financial and human
hazards induced by destruction of the structure. As the scour issue has its own complexity in relation to the
multiplicity of effecting factors on it, in this study therefore, the results of laboratory analysis of local scour due to
submerged horizontal jets were compared with numerical simulation results from Flow-3D three-dimensional model
to test the potency of the numerical model. As a result, the model is proposed in place of the experimental model
which has its own drawbacks and high costs. In this study, we measure maximum scour depth in relative equilibrium
in 2 states and 6 test modes with different valve openings and tail water depth per different discharges. Comparison
of the results indicates about 11% error for Flow-3D numerical model in relation to the experimental model which by
considering the complexity of scour and deposition phenomena, is considered a good result.
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1. Introduction

Scour phenomena is critical in structures as it is
essential for it to be predicted before building
any structure. This could jeopardize the stability
of the structure, while the accumulation of
eroded material with tail water elevation change
will affect the output performance of the
structure. However, one of the causes of scour is
water jet, which is when a high speed fluid with
low thickness enters into a lower speed liquid
resulting in an interference field known as jet. If
the jet is along the stream and exits in parallel
with the erodible bed, while downstream water
depth is higher than exiting jet thickness, it is
called a "submerged horizontal jet". The flow
output of some hydraulic structures results in
downstream scour phenomena, such as the
sliding valves which are in form of submerged
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horizontal jet. If this phenomenon extends
beneath the foundation and around structures, it
would lead to their destruction and sometimes,
irreparable financial damage over time.

When it is so significant that it reaches the
depth of foundation of river structures and
endangers stability of such structures or results
in their destruction, the importance of scour
phenomena becomes evident. Moreover,
accumulation of eroded materials may affect
output performance of dams and structures
through changing tail water level (Momeni, R.,
Momeni et al., 2006).

Local scour of submerged horizontal jet has
been previously studied, and it was concluded
that scour characteristics could be described by
the time period to reach the equilibrium stage,
the maximum erosion depth and sand mass of
vertex positions. It was found that erosion rate
was high mainly during the initial minutes and
as the erosion continues, it becomes slower over
time until reaching the equilibrium stage
(Chatterjee and Ghosh, 1994).
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Scouring process downstream of a free
falling jet was simulated into three-dimensional
numerical simulation by using Flow-3D
software package and k-ε standard model to
model turbulence. Sediment type is non-
cohesive with D50 = 0.127 and two internal
friction angles of 29º and 35º, which indicate
loose and moderate density sediments,
respectively. Dimensions of simulated scour pit
were compared in a certain time interval, and it
was suggested that the scour pit in the sediments
with higher internal friction angle has
downstream length, width, depth and height less
than the sediments with lower internal friction
angle (Amirasalani, 2008).

The extent of scour, sediments and flow
movement pattern around the bases of  bridges
were studied using CFD three-dimensional
model. Comparison of field measurements of
scour depth and the results from the equations
show that these equations often over-estimate
the scour depth to some extent which can be
explained by insufficient understanding of
complex flow field around  structures and
weakness of numerical modes in solving
complex flows (Marson et al., 2003).

Numerical 3D model studies on local scour
were conducted with free surface by Lieu and
Garcia (2008). They used VOF (volume of
fluid) method to simulate free surface water
flow and k-ε model for turbulence. Comparison
of the numerical model results with the results
of experimental model suggests the accuracy of
the numerical method for predicting the scour.

Moreover, the effect of different lengths of
beach scour resulting from horizontal
submerged scour was studied by Mahboudi et
al. (2010). Longitudinal profiles of downstream
slide gate with non-adhesive scour materials;
both unprotected and protected, were drafted
and compared to each other in a beach. The
obtained results showed that beaching could
considerably lower scour (Mahboudi et al,
2010).

2. Material and methods

2.1. Experimental Model

The physical model of the experiment is made
of flume with a transparent plexiglass so that the
changes could be seen in the profile of bed
surface material. The flume dimensions are as
follows: 8 m length; 25.5 cm width ; and 25 cm
depth. The flume was adjusted to be perfectly
horizontal and without slope.  Furthermore, a
sliding valve is placed in the flume in a way that
the horizontal jet could be moved 25 cm on an

apron after passing through the valve, and then
meet erodible sediments to create scour profiles.
Valve width is similar to flume width and its
height is 30 cm as it could be move up and
down on the wall of the flume to create different
thickness horizontal jets. In order to control the
water level in the flume (tail water depth), a
control weir was used at the end of the flume.
Materials and sediments used in the experiment
are of uniform particle size with a diameter of 1
mm. The relative density of the particle (ρs) is
56/2 g per cm2.

Figure 1 shows the physical model in the
Laboratory (Agricultural Research Center,
Tehran), where the positions of sliding valve
and apron are shown

For the experiments, the sliding valve was
leveled at its location and the jet thickness
(valve opening) was also precisely set with tail
water depth adjusted completely using a control
weir. The experiments were performed in
various scenarios with different discharges and
tail water depths from which the results of scour
depth were obtained. Figure 2 shows a
schematic view of longitudinal scour profile
formed at apron downstream at 0.25 m length
caused by opening the sliding valve to the
extent b m and horizontal water jet velocity of
V (m/s).

2.2. Numerical model

In flows with turbulence, time-averaged
equations are used to include the effects of
turbulence. Thus, the continuity equations and
momentum equations (Reynolds) are used thus;
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where ρ is fluid density, uj is velocity
component of the flow with time mean, P is
dynamic pressure and -ρuiuj is turbulence stress.
Turbulence stress is calculated with the
Boussinesq date equation as follows:
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In this paper, Flow-3D numerical  model was
used as a numerical model. The model is a
powerful CFD software designed in support of
research on dynamic behavior of liquids and
gases in a wide range of applications. Flow-3D
is designed especially for problems of one-,
two- and three-dimensions and results are
achieved in very little time in a steady state as
the program is based on fundamental laws of
mass, momentum and energy conservation for
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application in various stages of flow in every
field. In Flow-3D, free surface is modeled with
the VOF technique. The software also uses the
RNG model to model turbulent flow.

Fig. 1. A view of experimental flume model (Hosseini, 2008)

Fig. 2. A schematic view of longitudinal scour profile formed at
apron downstream caused by submerged horizontal jet

One of the capabilities of Flow – 3D is that
this software could choose a numerical solution
as the final solution of a problem by meshing
and solving unknown points in relation to
known points. The smaller the mesh,  the more
accurate the results.. There are several
numerical methods for solving problems. Flow-
3D uses a simple grid of rectangular elements,
so it has the advantages of ease of generation,
regularity for improved numerical accuracy, and
requires very little memory storage . Geometry
within a grid is defined by calculating friction
force areas and friction volume of each
component. In the software, a motion equation
is based on the finite volume technique.

Suspended sediments are in two forms:
1. The sediments are carried by local pressure
gradient and become floating particles.
2. The deposited sediments are eroded. If the
movement speed of floating and suspended
sediments is much faster towards the deposited
sediments than their erosion rate, they could be
deposited.

Sediments concentration is expressed in units
of grams per cubic centimeter. In the definition
of concentration, deposits is represented by ƒs

showing that the solid fraction represents the
total volume of fluid and deposit. The liquid
portion (water fluid) is represented by ƒl.
ƒL+ƒs=1 (4)

In this case, viscosity is calculated with the
following formula:

(5)

where µ f is molecular viscosity of the fluid, µ* is
the combined mean viscosity, and ƒSCR critical
mass fraction. Macroscopic density is assumed
as a linear function of the volume fraction of the
sediments and is calculated based on the
following formula:

(6)
where ρs and ρL are densities of sediment and
fluid particles, respectively. This model
assumes that the sediment particles are spherical
and the particle velocity is assumed to be small.
Therefore, clearly the effects of viscosity are
inevitable around each sediment particle.
Therefore, the float factor is calculated as
follows:
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To calculate float factor, float rate is obtained as
follows:
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where D is average diameter of sediment
particles, µ is viscosity of the fluid (water), and


P

is body acceleration (sediment particles)
which could be increased up to 10 times or
more of gravity acceleration until the numerical
pressure fluctuation effects disappear. Near the
free surface of the fluid, is replaced by
acceleration of gravity (g). In the flow areas
where the solid (sediment) is filled, that is, its
water fluid volume fraction is zero, floating rate
tends to be zero from above. Shear stress of the
deposited sediment bed results in movement of
sediments. The amount of erosion that occurs on
the surface of sedimentary deposits is a function
of fluid shear stress, critical shear stress, density
of the fluid and solid (sediment). One of the
known conventional hydraulic deposition
parameters is Shields critical parameter, a
parameter which indicates the minimum shear
stress required to lift a sediment particle from
the sedimentary deposits bed.

(9)

where
crit is minimum shear stress on the length

of bed surface required to lift sediment particles.
In this study, the model is used to predict
sequential changes of sediment erosion at the
local scale in relation to sedimentary deposits.
The so called boundary layer velocity is shear
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shear velocity is to the extent that there would
not be any erosion. Hence, the velocity required
to lift sediments from sedimentary deposits bed
is estimated based on a velocity higher than
critical shear velocity which is expressed as


 crit

. The formula below calculates lifting
sediment from the sedimentary deposits bed
surface which leads to scour.

(10)

where ns is normal vector of sedimentary
deposits bed surface; α is a dimensionless
parameter which indicates the probability of
lifting sediment particles from the surface bed
of sedimentary deposits, and is generally equal
to or less than 1. Failure angle is another
parameter included in this model.

g

gn erface .int (11)

where ninterface is normal surface vector and g is
gravity acceleration vector . Failure angle
determines how sharp the slope angle created by
sedimentary deposits in a fixed flow area.
When a hill or the projection of a soil type such
as sand occurs, the failure angle is the same
natural angle between the horizon and the hill.

In the sediment scour Flow-3D model,
failure angle is represented by which is

entered in unit of degrees as the modeling input
in the software. The real failure angle, φ, is
calculated by multiplying the normal vector.
The model is applied by changing the critical
shear stress at the gradient interface. Where φ is
zero (i.e. a horizontal surface in relation to
gravity). Effective critical shear stress is
calculated by the following formula where  crit

is the critical shear stress.

(12)

It is worth noting that when the local interface
slope, φ, becomes equal to failure angle,  ,

then 0crit . Overall, the model predicts

negative values of crit where   . In such a

situation, sediments even in the absence of shear
stress are itself eroded.

The movement of suspended sediments is
described by the Advection - Diffusion equation
in the considered system. Considering the total
effects of floating and lifting sediments, the
following equation is established.

Here u is the local fluid velocity, are the floating
and lifting rates, respectively. Lifting rate is
present everywhere except in the vicinity
adjacent tothe sedimentary deposits interface,

where the local shear stress is greater than crit .

D is the diffusion coefficient which in Flow-3D
is known as molecular diffusion coefficient.

As noted, Flow-3D utilizes regular rectangle
grid to mesh. For meshing the model, the
application of mesh system of Flow-3D
software is illustrated in Table 1.

Table 1. Model meshing specifications
Cannel three

direction
Domail length

(mm)
Cell no.

Length 3000 500
Width 225 50
Depth 500 80

3. Results and discussion

3.1. Comparing depth of scour pit in numerical
and experimental models.

As the scour issue is highly complex due to the
multiplicity of effecting factors, it is mostly
studied in the laboratory. Since making a
physical model requires a lot of resources and
impossible in all situations, the use of a
powerful numerical model could be key to
obtaining good results spending less time and
money. Therefore, this study aims to compare
results of laboratory analysis of local scour
caused by submerged horizontal jet with
numerical simulation results of Flow-3D three
dimensional model.  To test potency of
numerical model, the model is proposed in place
of the experimental model in similar conditions.

The experimental model for the laboratory
analysis was constructed in the Agricultural Soil
and Water Research Center of Agriculture
Jiahad Organization, Iran. After formulating the
model at various tail water depths in relation to
the values of physical model for two different
conditions, the results of the model were
compared with experimental results. In the first
case, the valve was opened at 1 cm depth and
0.132 m tail water depth while in the second
case, the valve was opened at 2 cm depth and
0.14 m tail water depth.

Figure 3 shows the graphical output of the
two-dimensional model. The position of the
sliding gate and the location of scour hole and
bump (mound) are made visible.
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Fig. 3. A Plan of 2D graphical output of scour simulation results in Flow-3D numerical model

In the model, flow discharge, specified
pressure with determined water level, Wall
and Symmetry boundary conditions are
considered for Woody boundary conditions,
output, side walls and bed, and top boundary
condition, respectively.

Important parameters affecting the results
of the numerical model were calibrated and
after matching the results with the results of
the experimental model, the optimized
parameters were applied to reduce errors in
the simulation.

Also, after some modeling and
comparison of the results, it was found that
the turbulence model, RNG, provides better
results in relation to other models and as
such could be used in simulation.

Flow-3D numerical model results are
compared with experimental model in
Figure 4 for the first case and in Figure 5 for
the latter. Also, Table 2 presents the error of
Flow-3D numerical model in relation to the
experimental model error. The average error
rate of 6 tests in total is about 11%.

Fig. 4. Comparison of max scour depth results using experimental model and numerical model - First State
[Numerical Results; Experimental Results; Scour depth (cm); Discharge (lit/s)]

Fig. 5. Comparison of max scour depth results using experimental model and numerical model - Second State
[Numerical Results; Experimental Results; Scour depth (cm); Discharge (lit/s)]
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Table 2. Error of Flow-3D numerical model compared with experimental model
Discharge

(lit/s)
Max depth of scour hole (cm)

Error (%)
Experimental Numerical

First State
1.00 1.50 1.70 11.8
1.70 4.00 3.56 12.4
2.20 5.60 4.90 14.3

Second State
2.20 3.10 2.80 10.7
3.15 4.90 5.40 9.3
4.00 6.85 6.10 12.3

3.2. Comparing Length of Scour Pit in
Numerical and experimental Models

Length of scour pit is the horizontal distance
between bottom of the bed and scour profile
intersection with the surface at

downstream.  In this study, scour pit length
was measured in two states through the
openings of gate (b) at different tailgate
depths (Tw) and 2 sizes of grain (D50) equal
to 1 and 3 mm at different discharge rates.

Table 3. Results of scour pit length in numerical and laboratory simulation
along with error percentage compared to experimental model (3mm diameter)

Discharge
(lit/s)

Length of scour hole (cm)
Error (%)

Experimental Numerical

First State
0.95 8.60 10.68 19.48
1.70 17.70 19.42 8.86
2.25 24.10 21.31 13.09

Second State
2.27 14.85 12.88 15.30
3.21 22.30 24.54 9.13
3.92 29.91 24.73 20.95

Table 4. Results of scour pit length in numerical and laboratory simulation
along with error percentage compared to experimental model (3mm diameter)

Discharge
(lit/s)

Length of scour hole (cm)
Error (%)

Experimental Numerical

First State
2.61 13.21 11.84 11.57
3.21 17.57 14.68 19.69
4.11 22.05 19.85 11.08

Second State
3.25 14.15 12.94 9.35
4.60 20.31 23.65 14.12
5.85 27.10 23.54 15.12

Fig. 6. Comparing scour pit length using experimental and numerical models of 1mm grain size

Fig. 7. Comparing scour pit length using experimental and numerical models of 3mm grain size
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3.3. Comparing height of scour pit
downstream of the hump in numerical and
experimental models.

After scour pit formation, grains immediately
initiate sedimentation which results in the
formation of a hump at scour pit

downstream. In this study, the height of
scour pit hump downstream was measured in
two states through the openings of gate (b)
and different tailgate depths (Tw) and 2
sizes of grain (D50) equal to 1 and 3 mm at
different discharge rates.

Table 5. Results of scour pit downstream hump height in numerical and laboratory
simulations along with error percentage compared to experimental model (1mm diameter)

Discharge
(lit/s)

Bulge height downstream scour hole
(cm) Error (%)

Experimental Numerical

First State
0.95 3.11 2.64 17.80
1.70 6.64 5.25 26.48
2.25 8.12 6.05 34.21

Second State
2.27 5.05 4.03 25.31
3.21 7.25 6.04 20.03
3.92 8.83 6.34 39.27

Table 6. Results of scour pit downstream hump height in numerical and laboratory
simulations along with error percentage compared to experimental model (3mm diameter)

Discharge
(lit/s)

Bulge height downstream scour hole
(cm) Error (%)

Experimental Numerical

First State
2.61 4.26 3.64 17.03
3.21 6.23 5.23 19.12
4.11 8.37 6.64 26.05

Second State
3.25 4.84 3.71 30.46
4.60 7.68 6.84 12.28
5.85 9.08 7.32 24.04

Fig. 8. Comparing scour pit downstream hump height using experimental and numerical models of 1 mm grain size

Fig. 9. Comparing scour pit downstream hump height using experimental and numerical models of 3 mm grain size
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Results of this simulation were compared to
experimental model and relative error between
them is as follows:
- Mean relative error of scour pit depths between
numerical and experimental models for
diameters of 1 and 3 mm were 11.16 and 8.77,
respectively.
- Mean relative error of scour pit length between
the numerical and experimental models were
obtained as 13.82 and 12.58, respectively, for
diameters of 1 and 3 mm.
- Mean relative error of downstream hump height
between the numerical and experimental models
were 26.12 and 21.42, respectively for diameters
of 1 and 3 mm.

Calculations were first carried out by
applying the original scour model of FLOW-3D.
Using default values for the critical sediment
fraction (0.375) and cohesive sediment fraction
(0.32), which were proposed by FLOW-3D for
fine sand bed material, the numerical model did
not reproduce the scour development with any
acceptable quality.

A series of calculations were carried out with
different model parameter sets to study their
sensitivity on the numerical results. These results
agree with that obtained by Abdelaziz et al.
(2010).

Further calculations were done using the
developed bed-load module. When a submerged
jet flows over a sediment bed downstream of an
apron, the local bed-shear stress induced by e
high velocity of the jet exceeds the threshold
bed-shear stress for the initiation of sediment
motion which results in local scour downstream
of the apron.

Furthermore, the study applied the developed
module, FLOW-3D, to quantify the relationship
among these factors. Hence, model tests were
conducted for different efflux discharges q in the
flume within thesame sand bed material. In the
region above the jet, there is a large scale re-
circulating region which extends downstream. It
is important to recognize that this recirculation
region provides for a significant downward
velocity component downstream of the apron.
This fits well qualitatively with the observations
made in the experiment.

4. Conclusion

Scour hole depth is the most important parameter
of the scour phenomenon. However, the
importance of scour is evident when its depth
becomes considerable and reaches the foundation
of river structuresdeclining their stability or
damaging them; that is, aggregation of eroded
material could affect the performance of dams

and hydraulic structures by changing tail water
level. In this study, we measure d maximum
scour depth in relative equilibrium at 2 states and
6 test modes with different valve openings and
tail water depth per varying discharges.
Comparison of the results indicates about 11%
error for Flow-3D numerical model in relation to
experimental model which in considering the
complexity of scour and deposition phenomena,
is considered a good result. Therefore, the
problems and high costs of
formulating/producing experimental models are
avoided.

The turbulence model, RNG, provides better
results compared to other turbulence models. By
examining the results of the numerical
simulations with the experimental model, the
smallest error was observed in the calculation of
maximum scour depth. In other words, in the
numerical model Flow-3D, scour depth with
accuracy better than other parameters are
calculated.

In the simulations conducted, grain sizes of 3
mm diameter gave better results compared to 1
mm diameter. The main errors in test relating the
calculation of scour pit downstream hump height
is due to the grains assuming corners around by
Flow-3D software.  Rounded-corners slip over
each other more frequently and this lowers hump
height.
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