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ABSTRACT ARTICLE INFO

The main objective of this research is to investigate
the effect of neural network architecture parameters on
model behavior. Neural network architectural factors
such as training algorithm, number of hidden layer neu-
rons, data set design in training stage and the changes
made to them, and finally its effect on the output of the
model were investigated. It developed a database for
modeling using by multi-layer perceptron. In particular,
the modeling process enjoyed three training algorithms:
Bayesian Regularization (BR), Scaled Conjugate Gradi-
ent (SCG) and Levenberg Marquardt (LM). Model se-
lection criteria based on the lowest error rate and data
regression, using a trial and error approach. The results
showed that models that greatly reduce the error have
less generalizability. In the meantime, the BR algorithm
with the data set design of 15-15-70 (for test, validation
and training sections, respectively), has been used to
reduce the error better than other algorithms,
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1 Abstract continued

but improper generalizability. In contrast, the LM algorithm has better generalizability
than the other two algorithms. Data analysis shows that, in most cases, when the amounts
of data dedicated to test and validation change (increase or decrease), the model requires
more neurons in order to reduce errors.

2 Introduction

People‘s ability to learn is different, so it‘s important to use time, tools and methods to
teach a subject for some people. It depends on the ability of each person‘s brain to learn.
The neuron is an irradiated cell that processes and transmits information by sending an
electrical and chemical signal. Like the nervous system of the brain, an artificial neural
network consists of a connected network of neurons with simple processing units.[8] These
changes are influenced by training parameters in the artificial neural network and occur
in a defined mathematical function. Among the parameters of these functions are data
and its combinations, training algorithm, number of neurons, transfer function. In other
words, the created weights are similar to chemical and electrical signals in the neural
network of the brain.
Our motivation in the present research is to create manipulation and change in these
parameters and their effect on the modeling results. For training the neural network,
there was a need for a data base yielding a more realistic model of the forest degradation
behavior (focusing on forest degradation modeling in northern Iran). For this purpose, in
this paper exploit the remote sensing data to map the current land cover and degradation.
It is noteworthy that surveys are conducted on factors that are accessible. The change
is possible for parameters that can be manipulated by the user. In contrast, there are
some items that are out of the reach of the user. For example, there is no information
available on how data is extracted from the existing data domain for each training section.
Although it can be known to some extent how it is, by analyzing the data regression. But
there is no way to manipulate and apply the change and the network does it automatically.
The ability to learn is one of the most important characteristics of ANN models. [1]
Tuning the parameters of the neural network is a major problem in creating a neural
model. [5] The process of learner modeling has three steps: gathering data related to the
learner, creating the learner model, and updating the learner model. [3] In this study, it
focuses on the role of training data set design, training algorithm, and number of hidden
layer neurons on model error rate. In natural phenomenon classification and modeling
literature, MLP neural network has drawn more attention than other neural network
approaches. This popularity emanates from its high efficacy, however, in choosing the best
model, efficacy is not enough. Indeed, the network architecture also plays an important
role. These parameters, the effects of which can be assessed by taking a trial and error
approach, include the number of neurons in the hidden layer, the data set design (training,
validation and test data), and the type of training algorithm. Looking at the literature,
to the best of our knowledge, it found few attempts that have been made to investigate
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effective parameters of the neural network training, especially training algorithms. Here,
this study reports briefly the literature that it found. Neural networks are able to analyze
multi-source datasets and they are considered as general approximations. [12]
Several neural network structures have been proposed and tested since the 1950s. The
most used structure included multilayer, feed-forward neural networks (MFNNs), also
known as the backpropagation algorithm (BPA). [19] Partially similar to our research,
aiming at testing the efficiency of artificial neural network learning algorithms. Ayat and
others conducted a performance comparison in predicting tendency for suicide. Among
the six algorithms, LM put forward the best results in terms of performance index. Also,
BFG and LM were promising as they showed higher predictive accuracy than the other
algorithms and are, therefore, suitable for complex problems. However, BFG and LM
imposed a great processing load, but, on the other hand, SCG and CFG algorithms were
better for less complicated problems due to their high processing speed and low training
time. [4] Yaghini and others in their search, also conducted a comparison between their
proposed algorithm and three other famous ANN training algorithms. Their proposed
algorithm combined the global ability of metaheuristics and the local greedy gradient
based algorithms, resulting in a superior hybrid method (p. 300). In conclusion, they
pointed out that their proposed algorithm had a better performance in terms of accuracy
rate and reducing the training time. [22] In the process of training the neural network
the user prepares the network for training with an input and output data set associated
with the input. Then in the prediction, the network is supposed to be able to supply the
user with output values corresponding to input values that it has never seen thanks to its
generalization capability. [17] Training neural networks is a complex task in the super-
vised learning field of research. [20] Moreover, Akkar and Firas focused on the importance
of training algorithms that used to determine the network weights. They compared the
recently proposed evolutionary algorithms (SOS and SFS) and their newly-designed train-
ing algorithms CSO, SOM, NBA, MVO and MFO with the classical algorithms (like PSO
and GA) regarding their performance in optimizing neural network weights. The results
revealed that the parameters of these algorithms and network structure plays a crucial
role in the performance of these algorithms.[2] As a part of research, conducted a compar-
ison between two versions of gradient descent backpropagation algorithms, incremental
backpropagation (IBP) and batch backpropagation (BBP). The results show that there is
no significant difference between precision and predictive abilities of the two algorithms,
although, the convergence speed of BBP is three to four times higher than IBP. [7] In
other study, aiming at predicting the spatial distribution of tropical deforestation. [10]
Proposed a modified version of ICA algorithm, named FastICA, which is a more efficient
method in performing the actual estimation. [13] Learning algorithms affects on the per-
formance of neural networks, and these effects depend on the targeted application. [16]
To prove one training algorithm to be superior to others, even in some limited domain, is
not a simple task due to the difficulties of measuring and comparing the performance of
different types of methods. Since the learning algorithm can be viewed as a non-linear op-
timization algorithm, all aspects, such as effectiveness, efficiency, and robustness, should
be considered when evaluating alternative method. [14]
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3 Theory / calculation

3.1 Modeling

An artificial neural network uses computer technology to model a biologic neural system
both structurally and functionally. [15] For modeling, has been used multi-layer perceptron
neural model. The perceptron network uses the transfusion capabilities of the brain cells,
it takes the input signal and makes it to the output, this is the mathematical explanation of
a neuron. [21] Furthermore, the degradation parameters were introduced as the input and
the numerical values referring to the degraded and non-degraded areas were introduced
as the output. The modeling was performed using different training data set design and
the three algorithms of Levenberg Marquardt (LM), Bayesian Regularization (BR) and
Scaled Conjugate Gradient (SCG), and also different number of neurons, and finally the
results were obtained.
In the perceptron network the inputs are multiplied by the connection weights are first
summed and then, are transmitted to a transfer function to give output for that neu-
ron. The transfer function included (purelin, hardlim, sigmoid, logistic) executes on the
weighted sum of the neurons inputs. [20] Each input is a multiplicative of the weight
coefficients that are summed up eventually. Activation function determines the proper-
ties of the artificial neuron.[18] Neural Networks consist of coefficients or weights in a
neural network structure. [11] This paper is used sigmoid hidden neurons and linear out-
put neurons. The figures 1,2,3 & 4 represent the final model output, contains: training
performance, error histogram, regression and training state.
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Figure 1: This figure shows the model error rate for training and testing data.The best
error in step 535 has been achieved and the error diagram of both test data and training
converge.
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Figure 2: In figure 2 , the error histogram shows the error in the test and training datasets,
and they differ only in the last stages.
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Figure 3: The figure shows the dispersion of the selected data for training, testing and
regression of the total. If the regression value is closer to one, then the selected data is
scattered across the data set and not selected from a specific point.
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Figure 4: In this figure, Neural network configuration parameters are specified.

3.2 Data

In this study, has been used remotely sensed data to detect changes in Mazandaran forest,
particularly the forest cover around Sari, located in north of Iran, over fifteen years (1999
2014). Our tools for capturing the forest state include Landsat-5 TM sensor for 1999 and
Landsat 8 OLI sensor for 2014. Further, for extracting geographical information of the
degradation parameters, it used Irans National Cartographic Center maps.

3.3 Database Creation

For simulating every phenomena on the earth, a well-established definition and/or expla-
nation of its actions and reactions in relation to the environment and affective factors is
required. Accordingly, the forest behavior in relation to the degradation factors analyzed
and created a database, representing changes over the forest. In this database, 10 degra-
dation parameters as the input and the forest response or reaction to these parameters
(whether there is any degradation) as the expected output were introduced. In particular,
the researcher assigned the numerical value 1 to the degraded areas and 0 to the areas
having no particular changes, all of which represent the output layer. Then, the location
of effective parameters, which form the input, were analyzed using Geographical Informa-
tion System (GIS). Finally, a database, which consists of the parameters and information
required for the forest degradation modeling, was created and used in modeling process.
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4 Results

4.1 Conducting comparisons

(Before explaining comparisons, it is worthwhile to mention that the results and tables,
here, represent the analysis of the best outcomes in terms of the type of training algorithm,
the number of hidden layer neurons and the training data set design. So, it conducts
comparisons among the best outcomes and discussing others is to be avoided.)
In this paper the researche used three training algorithms (LM, BR and SCG) with
different number of neurons and 5 different data set designs, including (65-15-20/65-20-
15/75-10-15/75-15-10/70-15-15).
After analyzing and selecting the best models in terms of reducing the error rate and also
overall regression, such models were further analyzed and compared based on the type of
training algorithm, data set design and number of hidden layer neurons.
The results are as follows:
The first comparison aimed at selecting an appropriate model based on the type
of training algorithm;
In the process of leering a training algorithm is used to update network weights by com-
paring Comparison between the obtained output and the target output then it modifies
systemically the weight throughout the network till it finds the optimum weights ma-
trix. [16] The performances of the learning algorithms are evaluated by comparing the
convergence speed and the prediction error. [17]
Algorithm locates the minimum of a multivariate function that can be expressed as the
sum of squares of non-linear real-valued functions. It is an iterative technique that works
in such a way that performance function will always be reduced in each iteration of the
algorithm. This feature makes trainlm the fastest training algorithm for networks of
moderate size. [20]
Using error reduction and overall regression as the criteria for selecting the appropriate
model, it found that the Bayesian Regularization algorithm put forward the best perfor-
mance in reducing error rate and enhancing regression rate, which shows the harmony of
training data set design.
The Table 1 represents the results.
As table 1 demonstrates, the number of hidden layer neurons, as a non-critical factor here,
varies between 2 to 24 and, nevertheless, the model has achieved the appropriate results.
Considering the performance for the 5 different data set designs, regardless of the number
of neurons, the LM training algorithm was the second best and the SCG was the third.
Moreover, the second comparison aimed at selecting a model based on the best train-
ing data set design (training, validation and test);
The error is reduced during the learning process, which is called epoch, at each stage
network reaches to specified level of accuracy. [20] Generalizability is an important feature
for neural networks, in the sense that you can use the network for new data that has no
role in the training process. [11] Among different training data set designs, the following
designs were selected for each algorithm:
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Table 1: Comparison Results of the 5 Different Data set Designs for the Three Algorithms
of LM, BR and SCG with Different Amount of Hidden Layer Neurons

Structure Regression Error The Neurons Algorithm

Train 65 0.83 0.00171 20 LM
Validation 15 Step1 0.89 2.30e−12 20 BR
Test 20 0.87 0.0382 2 SCG
Train 65 0.84 0.00581 23 LM
Validation 20 Step2 0.87 2.74e−7 14 BR
Test 15 0.90 0.0385 20 SCG
Train 75 0.90 0.00486 24 LM
Validation 10 Step3 0.93 4.85e−1 24 BR
Test 15 0.86 0.0552 2 SCG
Train 75 0.87 0.00687 24 LM
Validation 15 Step4 0.95 5.66e−12 24 BR
Test 10 0.86 0.0432 20 SCG
Train 70 0.84 0.00855 24 LM
Validation 15 Step5 0.93 8.06e−13 4 BR
Test 15 0.85 0.0480 5 SCG

a) 20-15-65 (for test, validation and training sections, respectively) training data structure
with 20 number of neurons for LM algorithm.
b) 15-15-70 (for test, validation and training sections, respectively) training data structure
with 4 number of neurons for BR algorithm.
c) 15-20-65 (for test, validation and training sections, respectively) training data set design
with 20 number of neurons for SCG algorithm. Tables 2, 3 and 4 also show the results.

Table 2: Different data set designs with different amount of hidden layer neurons for the
LM algorithm.

Total Regression Error The Neurons of Hiden Structure

Test Validation Train
0.83 0.00171 20 20 15 65
0.84 0.00581 23 15 20 65
0.90 0.00486 24 15 10 75
0.87 0.00687 24 10 15 75
0.86 0.00406 25 15 15 70

According to Table 2, with 20 hidden layer neuron, the LM algorithm had the best
performance when the amount of training data was reduced and the amount of test data
was increased (comparing to the final model with the design of 70-15-15).
Table 3 represents that, regarding the two parameters of error reduction and data regres-
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Table 3: Different data set designs with different amount of hidden layer neurons for the
BR algorithm.

Total Regression Error The Neurons of Hiden Structure

Test Validation Train
0.89 2.3e−12 20 20 15 65
0.87 2.76e−7 14 15 20 65
0.93 4.85e−12 24 15 10 75
0.95 5.66e−12 24 10 15 75
0.93 8.06e−13 4 15 15 70

sion increase, the BR algorithm outperform the SCG and LM. However, in most cases,
this yielded as the result of an increase in the number of neurons, except when the amount
of test and validation data were equal. In addition, according to table 3, the BR algorithm
had the best performance when the test and validation data were equal (15 for both).

Table 4: Different data set designs with different amount of hidden layer neurons for the
SCG algorithm

Total Regression Error The Neurons of Hiden Structure

Test Validation Train
0.87 0.0382 2 20 15 65
0.90 0.0358 20 15 20 65
0.86 0.0552 2 15 10 75
0.86 0.0432 20 10 15 75
0.85 0.048 5 15 15 70

Table 4 further shows that when the amount of validation and training data increased and
also when the amount of test and validation data were equal, SCG algorithm put forward
a satisfactory result with decreasing the number of neurons. On the other hand, when
the amount of test data were equal or more than the validation data, SCG were able to
run the model properly with decreasing the number of neurons. The conjugate gradient
algorithm is faster than other algorithms but the results are not without problems. [6] As
can be seen in Table 4, with 20 hidden layer neuron, the best training data set design for
the SCG algorithm has achieved when the amount of validation data was increased and
the amount of training data was decreased (comparing to the final model 70-15-15).
And finally the third comparison aimed at selecting an appropriate model based on
the least number of neurons;
The neurons are connected to each other with synapses, in neuralnet, the synapse is
connected only to the next layer. [9] If there are only a few neurons, it may lead to
underfitting. In contrast, the increase in neuron leads to overfitting, wherein all training
points fit well, although the error oscillates on the curve. And the error on the training
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set tends to be a small number. [23] For this purpose, the same number of neurons was
used for the algorithms. Then, the best model was selected based on the lowest error
rate, the highest overall regression and the least number of hidden layer neurons. The
results showed that the SCG put forward the best performance in reducing the number
of neurons, comparing to the other two algorithms. Accordingly, the best model for the
SCG algorithm was obtained with 2 neurons, for the BR algorithm with 4 neurons and
for the LM algorithm with 20 neurons. Tables 5, 6, 7, 8 and 9 show the results.

Table 5: The comparing the results of the three algorithms for 65-20-15

Error Regression Neurons Algorithm Structure

0.00581 0.84 23 LM Test Validation Train
2.74e−7 0.87 14 BR 15 20 65
0.0358 0.90 20 SCG

According to Table 5, the three algorithms produced appropriate results with an increase
in the number of neurons. Nevertheless, BR algorithm provided appropriate results with
the least number of neurons, comparing to others.

Table 6: The comparing the results of the three algorithms for 65-15-20.

Error Regression Neurons Algorithm Structure

0/00171 0.83 20 LM Test Validation Train
2.30e−12 0.89 20 BR 20 15 65
0.0382 0.87 2 SCG

Considering the dataset design represented in Table 6, among BR, SCG and LM algo-
rithms, SCG had an appropriate performance in running the model with the least number
of neurons, but, on the other hand, LM and BR did the same with significantly higher
number of neurons.

Table 7: The comparing the results of the three algorithms for 70-15-15.

Error Regression Neurons Algorithm Structure

0.00855 0.84 25 LM Test Validation Train
8.06e−13 0.93 4 BR 15 15 70
0.0480 0.85 5 SCG

In Table 7, BR and SCG with 4 and 5 number of neurons, respectively, provided the best
output in terms of error reduction and overall regression. As it is clear from Table 7, in
this dataset design, there is a great difference in the number of neurons between SCG and
BR on one hand, and LM on the other.
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Table 8: The comparing the results of the three algorithms for 75-10-15.

Error Regression Neurons Algorithm Structure

0/00687 0.87 24 LM Test Validation Train
5.66e−12 0.95 24 BR 15 10 75
0.0432 0.86 2 SCG

In the dataset design represented in Table 8, SCG had the best performance with the
least number of neurons. According to this table, the number of neurons in BR and LM
were equal, however, it shows a great difference from SCG (2 neurons comparing to 24).

Table 9: The comparing the results of the three algorithms for 75-15-10.

Error Regression Neurons Algorithm Structure

0/00486 0.9 24 LM Test Validation Train
4.85e−7 0.93 24 BR 10 15 75
0.0552 0.86 20 SCG

In Table 9, in which it utilized a different dataset design, again, SCG algorithm had
the best performance in modeling using the lowest number of neurons. The other two
algorithms provided appropriate results with 24 number of neurons. Despite the pervious
run represented in Table 8, the difference in the number of neurons between the three
algorithms was not significant.

4.2 Changing the data set designs and observing the effects on
algorithm outputs

(Again, it is worth mentioning that it conducted all of these comparisons based on the
best model with the training data set design of 70-15-15 for training, validation and test,
respectively, using the BR algorithm and 4 hidden layer neurons.) Firstly, the dataset
design were changed and analyzed by reducing the amount of training data and increas-
ing the amount of test data (65-15-20 for training, validation and test, respectively), and
secondly, by reducing the amount of training data and increasing the amount of valida-
tion data (65-20-15 for training, validation and test, respectively). When the researcher
reduced the amount of training data and increasing the amount of validation data, the
best output for LM and SCG were obtained by increasing the number of hidden layer
neurons, and for BR by reducing these neurons (14 hidden layer neurons comparing to
the previous state of 20 neurons). Refer to Table 5. Furthermore, when the amount of test
data increased and training data decreased, the most appropriate output for LM and BR
algorithms were obtained by increasing the number of neurons to 20 and 20 respectively,
and for SCG algorithm by reducing the number of neurons to 2. Refer to Table 6. More-
over, it conducted additional comparisons by reducing the amount of test and increasing
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the amount of training, and also reducing the amount of validation and again increasing
the amount of training data in this form: 75-10-15 and 75-15-10 for training, validation
and test data respectively. After analyzing the results, it was found that when the amount
of validation data is reduced and training data amount increased, the number of hidden
layer neurons increased in case of using LM and BR algorithms (24 neurons for both) and
decreased in case of using SCG algorithm (2 neurons). On the other hand, utilizing the
data set design of 75-15-10, when it reduced the amount of test data and increased the
amount of training data, it rose the number of neurons in all three algorithms. Taking
into consideration all the effective factors (error reduction, overall regression, number of
neurons and data set design), this paper found that the BR algorithm is the best choice
than the LM or SCG. However, it should be noted that the SCG algorithm has also
a successful performance in reducing the number of neurons and, as a result, reducing
errors.

5 Conclusion

Generally, the comparisons show that, in most cases, when the amounts of data dedi-
cated to test and validation change (increase or decrease) comparing to the best data set
design (70-15-15 for training, validation and test, respectively), the model requires more
neurons in order to reduce errors. Actually, it obtained the best result for the algorithms
by increasing the number of hidden layer neurons. Basically, regarding neural network
architectures, optimal results are not usually obtained by increasing the number of hidden
layer neurons. In fact, increasing the hidden layer neurons would make the processes more
complex which may, as a result, increase the risk of achieving unrealistic and unreliable
findings.
Thus, for the sake of model implementation, the researcher always try to obtain the
best result with the least number of neurons. In this paper, the analyses show that
the BR algorithm has the best performance in terms of the lowest error rate and the
least number of neurons. After the BR, the SCG algorithm, in some cases, has a better
performance than the LM algorithm in reducing the number of hidden layer neurons and
obtaining an appropriate result. The parameters in this study do not include all the factors
of the artificial neural network architecture. Also, the present study focuses on forest
degradation therefore, the results presented are merely a report of the outcome of the work
done. The aim of this paper was to investigate the effect of neural network architecture
parameters on model behavior, especially error reduction and regression model, with the
purpose of modeling the forest degradation. After changing parameters and conducting
analyses and comparisons, the data set design in the final model reveal that there are
the same amounts of test and validation data (15 for both) which represent, to some
extent, the congruity of the design. Moreover, the Bayesian Regularization had the best
performance among the algorithms by reducing the number of hidden-layer neurons and
employing an appropriate data set design. It should also be noted that, although the
models error rate would differ by changing the neural network architecture and training
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algorithms, analyzing the absolute values of error for all the models in this study show
that differences between these error rates are very small and can be ignored.
Consequently, it cannot question the suitability of the Levenberg Marquardt and Scaled
Conjugate Gradient algorithms for modeling. This article explained that, taking into
consideration the accuracy of the input data and the researchers expectation of output
accuracy of the model, artificial neural network is one of the best approaches for modeling
forest degradation and investigating degradation effective parameters. In conclusion, it
can be said that the Bayesian Regularization algorithm is more suitable and put forward
a better performance than the LM & SCG algorithms in modeling nonlinear natural phe-
nomena and modeling using multi-layer Perceptron (MLP) neural network. The results
showed that models that greatly reduce the error have less generalizability. In the mean-
time, the BR algorithm has been used to reduce the error better than other algorithms,
but improper generalizability. In contrast, the LM algorithm has better generalizability
than the other two algorithms.
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