On the expected weight of the theta graph on uncertain points
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ABSTRACT

Given a point set $S \subset \mathbb{R}^d$, the $\theta$-graph of $S$ is as follows: for each point $s \in S$, draw cones with apex at $s$ and angle $\theta$ and connect $s$ to the point in each cone such that the projection of the point on the bisector of the cone is the closest to $s$. One can define the $\theta$-graph on an uncertain point set, i.e. a point set where each point $s_i$ exists with an independent probability $\pi_i \in (0, 1]$. In this paper, we propose an algorithm that computes the expected weight of the $\theta$-graph on a given uncertain point set. The proposed algorithm takes $O(n^2 \alpha(n^2, n)^{2d})$ time and $O(n^2)$ space, where $n$ is the number of points, $d$ and $\theta$ are constants, and $\alpha$ is the inverse of the Ackermann's function.
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1 Introduction

In many applications, such as sensor databases, mobile object tracking, computer vision or location-based services, the existence or location of the data is uncertain, but we can use statistical information. There are several models for uncertain data. Some of them
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assign an area to each point which represents the area that the point resides, but the exact position of the point in its corresponding area is unknown. In the tuple model of uncertain data, each input point has a fixed location but it only exists probabilistically. The input is a pair \((S, \Pi)\) such that \(S = \{s_1, s_2, \ldots, s_n\}\) is a set of \(n\) points (sites) in \(\mathbb{R}^d\), and \(\Pi = \{\pi_1, \pi_2, \ldots, \pi_n\}\) is a probability vector with the interpretation of that sites.

The geometric structures on uncertain data are also interesting because they have wide application in solving problems. Theta graphs have many applications, including wireless networking [4], motion planning [6], real-time animation [8], and minimum-spanning tree construction [19]. The properties of a geometric graph influence the time and space complexity of the problem that uses the structure. For example, if one wants to construct a network on a set of points, then the total cost of the network, i.e. the sum of all edge weights of the graph, is an important parameter. For uncertain data, the properties of the structures on the data are not deterministic, but one can compute the expected properties of the structures on uncertain data, see for example [9, 13].

Figure 1: One step of constructing \(\theta\)-graph, for \(\theta = \pi/4\). Dashed red lines are borders of cones and dotted blue lines are \(\ell_c\).

For building the \(\theta\)-graph for \(S \subset \mathbb{R}^d\) and a given angle \(\theta\), divide the space around each point \(p \in S\) into a set of cones \(C\) of maximum angle \(\theta\). The cones constructed by rotating the horizontal line through \(p\) around the point \(p\) by angle \(i\theta\), where \(i\) is a natural number between 0 and \(2\pi/\theta\). For each cone \(c \in C\) we consider a line \(\ell_c\) that passes through \(p\) and inside the cone \(c\). Then for each cone \(c \in C\), the point \(p\) is connected to a point \(q \in S\) that lies in cone \(c\) and minimizes the Euclidean distance between \(p\) and the projection of \(q\) into the line \(\ell_c\) of \(c\), see Figure 1. For details see [13, Chapter 4]. The visualization of the algorithm is available at [7], and one can see the steps of computing the \(\theta\)-graph of a point set given by the user.

In this paper, we study the problem of computing the expected weight of the \(\theta\)-graph of a given uncertain points [6,10,11]. The problem is very complicated and to the best of our knowledge, no theoretical results have been reported. We propose an algorithm that com-
computes the expected weight of the $\theta$-graph on a given uncertain point set in $O(n^2\alpha(n^2, n^{2d}))$ time and $O(n^2)$ space, where $n$ is the number of points, $d$ and $\theta$ are constants, and $\alpha$ is the inverse of the Ackermann’s function.

1.1 Related work.

Uncertainty has been studied in some articles in computational geometry. In 2013, Suri et al. [16] have studied the most likely convex hull under the uncertain points and showed that the most likely convex hull under the point model (tuple model) can be computed in $O(n^3)$ time in $d = 2$ dimension, but it is NP-hard for $d \geq 3$. Agarwal et al. [2], in 2014, have studied the problem of computing probability of query point lying inside the convex hull, and their results have included both approximation and exact algorithm for given uncertain points, their main result is an $O(n^d)$-time algorithm for computing the probability of convex hull membership. Xue et al. [18] investigated several computational problem related to the stochastic convex hull. For diameter, they established the first deterministic 1.633-approximation algorithm with a complexity polynomial of time in both $n$ and $d$. In 2015, Zhang [20] have formulated two different nearest neighbors on uncertain points: the expected nearest neighbor, where the expected distance between each input point and a query point has been considered, and the probabilistic nearest neighbor. Agarwal et al. [11] studied answering range query over uncertain data. They build the index on a collection of point $S$ in $\mathbb{R}$ (each represented by its probability density function) with linear or near-linear size, where can report all point of $S$ that lie in given interval $I$ with probability at least $\tau$ in logarithmic time. In [3], many algorithms were presented for building an index on $S$ so that for a $d$-dimensional query rectangle $\rho$, the expected maximum value or the most-likely maximum value in $\rho$ can be computed quickly.

2 The expected weight of the $\theta$-graph

In this section, we will describe an algorithm for computing the expected weight of the $\theta$-graph (EWTG) of $n$ points in $\mathbb{R}^d$ under uncertainty. The algorithm is similar to the algorithm of building the (deterministic) $\theta$-graph.

Let $(S, \Pi)$ denote the uncertain points in $d$-dimensional space. For computing EWTG, we must calculate portability of existing each edge and multiply it to its length. In other words,

$$\text{EWTG}(S) = \sum_{s_i, s_j \in S, \ i < j} |s_i s_j| \times \pi_{i,j}, \quad (1)$$

where $\pi_{i,j}$, for all $s_i, s_j \in S$, is the probability of having the edge $(s_i, s_j)$ in the $\theta$-graph. Consider two points $s_i, s_j \in S$, $i \neq j$ in $\mathbb{R}^d$. Let $c$ be the cone with apex $s_i$ that include $s_j$. We add a half plane to $c$, where this half plane determine by $s_j$ and orthogonal vector $(-1) \times l_c$, we denote this region by $R_{i,j}$ (see Fig. 2(a)).

**Observation 2.1.** The edge between two points $s_i$ and $s_j$ exists if and only if
More formally,

\[
\pi_{i,j} = \pi_i \times \pi_j \times \left[ \prod_{s_m \in R_{i,j}} \pi_m + \prod_{s_m \in R_{j,i}} \pi_m - \prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m \right], \tag{2}
\]

where \( \pi_m = (1 - \pi_m) \). Note that the last sentence subtracted because the points in \( R_{i,j} \cap R_{j,i} \) considered twice in the previous terms of the equation.

By Equations (1) and (2), we have

\[
\text{EWTG}(S) = \sum_{s_i, s_j \in S, \ i < j} |s_i s_j| \times \pi_i \times \pi_j \times \left[ \prod_{s_m \in R_{i,j}} \pi_m + \prod_{s_m \in R_{j,i}} \pi_m - \prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m \right]. \tag{3}
\]

First, we describe an algorithm for computing

\[
\sum_{s_i, s_j \in S, \ i < j} |s_i s_j| \times \pi_i \times \pi_j \times \left[ \prod_{s_m \in R_{i,j}} \pi_m + \prod_{s_m \in R_{j,i}} \pi_m \right]. \tag{4}
\]
For each cone \( c \in \mathcal{C}_\kappa \), points are sorted based on the orthogonal projection onto \( l_c \).

Obviously, for each two points \( s_i, s_j \in S \), if \( i \geq j \), then \( R_{i,j} \) is empty, so we only need to compute \( R_{i,j} \) for \( i < j \). Consider a cone \( c_i \in \mathcal{C}_\kappa \). Let \( c_{i,s_j} \) be the cone \( c_i \) transferred to a point \( s_j \in S \).

**Algorithm 1:**

**Input**: Uncertain point set \((S, \Pi)\)

**Output**: \[
\sum_{s_i,s_j \in S, \ i < j} \left[ |s_i s_j| \times \pi_i \times \pi_j \times \prod_{m \in R_{i,j} \cap R_{j,i}} \pi_m \right]
\]

1. \( \text{Sum} = 0; \)
2. for any cones \( c_i, 1 \leq i \leq \kappa \) do
   3. Project all points to \( l_{c_i} \);
   4. Sort the points based on its position on \( l_{c_i} \);
   5. for \( j = 1 \) to \( n - 1 \) do
      6. \( \mu = \pi_j; \)
      7. for \( k = j + 1 \) to \( n \) do
         8. if \( s_k \in c_j \) then
            9. \( \text{Sum} = \text{Sum} + \mu \times \pi_k \times |s_j s_k|; \)
            10. \( \mu = \mu \times \pi_k; \)
   11. return \( \text{Sum}; \)

**Lemma 2.2.** Algorithm 1 computes the first part of Equation (4) in \( O(\kappa n^2) \) time and \( O(n) \) space.

**Proof.** Algorithm 1 spends \( O(n) \) time for line 3 and \( O(n \log n) \) time for line 4 and they are repeated \( O(\kappa) \) times. It also spends \( O(1) \) time for lines 8 to 10, and these are repeated \( O(\kappa n^2) \) times. So, Algorithm 1 requires \( O(\kappa n^2) \) time. We only save \( n \) (projection) points, probability vector, \( \text{Sum} \) and \( \mu \). So, the algorithm needs \( O(n) \) space.

Now, we describe an algorithm for computing the last part of Equation (4), i.e.

\[
\sum_{s_i, s_j \in S, \ i < j} \left[ |s_i s_j| \times \pi_i \times \pi_j \times \prod_{m \in R_{i,j} \cap R_{j,i}} \pi_m \right].
\]  

**Definition 2.3.** (Partial sum query) Given a \( d \)-dimensional array \( A \) with \( n \) entries from a semigroup, a partial sum query problem is the problem of given a \( d \)-dimensional query rectangle \( \gamma = [a_1, b_1] \times \cdots \times [a_d, b_d] \), it computes

\[
\sigma(A, \gamma) = \sum_{(x_1, x_2, \ldots, x_d) \in \gamma} A[x_1, x_2, \ldots, x_d].
\]

The partial-sum query problem is a special case of the classic orthogonal range searching problem.
To convert computing $\prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m$ to a partial-sum query problem, we do the following:

1. Any region $R_{i,j} \cap R_{j,i}$ is converted to a $d$-dimensional rectangle.

2. The formula $\prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m$ converts to an operator in a semigroup.

Each cone of $C_\kappa$ have $f = 2^{d-1}$ faces. Let $d_j^i$ be the line passing through the origin that is orthogonal to the $j$-th face of the cone $c_i$. We define $D = \{d_j^i : 1 \leq i \leq \kappa$ and $1 \leq j \leq f\}$. These lines define a coordinate system that can be used to compute $\prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m$.

or converting each region $R_{i,j} \cap R_{j,i}$, for $1 \leq i,j \leq n$ and $i \neq j$, to a rectangle, we only need to project all of point in $S$ onto lines in $D$. New coordinates have at most $f \times \kappa = 2^{d-1} \times 2^{d-1} = O(2^d d(d+1)/2(\pi/\theta)^{d-1})$ dimensions.

We assign the value $\pi_i$ to $A[s_i]$, for all $s_i \in S$. This partial-sum query can be answered by choosing the semigroup to be $(\mathbb{R}, \times)$, where $\times$ denotes the standard real number multiplication.

Algorithm 2:

```plaintext
Input: Uncertain point set $(S, \Pi)$
Output: $\sum_{s_i, s_j \in S, i < j} [s_i s_j] \times \pi_i \times \pi_j \times \prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m$

1. $Sum = 0$
2. for $i = 1$ to $n$ do
3. Transform point $s_i$ to the new coordinate system;
4. for $i = 1$ to $n - 1$ do
5. for $j = i + 1$ to $n$ do
6. $\sigma(A, \gamma) =$ the partial-sum for $\gamma = R_{i,j} \cap R_{j,i}$;
7. $Sum = Sum + [s_i s_j] \times \pi_i \times \pi_j \times \sigma(A, \gamma)$
8. return $Sum$
```

Theorem 2.4. [5] Given a semigroup of $n$ variables in $\mathbb{R}^d$ and $k \geq 14^d$, there is a scheme that computes any $d$-dimensional rectangle query in $O(\alpha(k n, n)^d)$ time. Preprocessing this scheme is used to $k$ cells per variable and can be constructed in time proportional to its size.

The function $\alpha(.,.)$ is the inverse of Ackermann’s function defined by Tarjan [17].

Lemma 2.5. Algorithm 2 computes Equation (5) in $O(n^2 \alpha(n^2, n)^{2^d d(d+1)/2(\pi/\theta)^{d-1}})$ time and $O(n^2)$ space.
Proof. Algorithm 2 uses $O(n)$ time for line 3, and the second loop repeated $O(n^2)$ times. Line 5 uses $O(\alpha(n^2, n) \cdot 2^{d(d+1)/2(\pi/\theta)^{d-1}})$ time and therefore this line uses $O(n^2 \cdot \alpha(n^2, n) \cdot 2^{d(d+1)/2(\pi/\theta)^{d-1}})$ time, which dominates the time complexity of the other parts of the algorithm. Algorithm 2 has to save $n$ points, array $A$ and the partial-sum queries. Since it performs a query for each edge, the algorithm needs $O(n^2)$ space.

Theorem 2.6. Let $S$ be a set of $n$ uncertain points in $\mathbb{R}^d$. The expected weight of the $\theta$-graph on $S$ can be computed in $O(n^2 \cdot \alpha(n^2, n) \cdot 2^{d(d+1)/2(\pi/\theta)^{d-1}})$ time using $O(n^2)$ space.

3 Improve the running time of the algorithm

In Section 2, for building set $C$ of cones, we consider a hypercube $H = [-1, 1]^d$ with $2d$ faces. The each face of $H$ is partitioned to $(d - 1)$-dimensional hypercubes with side length $\frac{2}{m}$, where $m = \left\lceil \frac{\sqrt{2(d-1)}}{1 - \cos \theta} \right\rceil$. Each partition is called a subhypercube. These cones are not simplicial because of subhypercubes were having $2d - 1$ vertices define them.

In this section, we want to decrease the number of dimensional partial-sum query and improve the running time complexity of Algorithm 2. First, we partition the cones to simplex-cones such that each cone has $d$ faces. Then, we put the each region generated by the simplex-cones to a group represented by a simplex-cone.

For example, if we partition the cone $c_{s_i}$ that contains point $s_j$ to two cones, then the region $R_{i,j}$ is partitioned to two region $R_{i,j}^1$ and $R_{i,j}^2$ (see Fig. 4).

![Figure 4: Illustration of $R_{i,j}$, $R_{i,j}^1$ and $R_{i,j}^2$ in $\mathbb{R}^3$.](image)

Simply, it is observed that (see Fig. 5)

$$R_{i,j} \cap R_{j,i} = (R_{i,j}^1 \cap R_{j,i}^1) \cup (R_{i,j}^1 \cap R_{j,i}^2) \cup (R_{i,j}^2 \cap R_{j,i}^1) \cup (R_{i,j}^2 \cap R_{j,i}^2)$$
and thus

$$\prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m = \left[ \prod_{s_m \in R_{i,j}^1 \cap R_{j,i}^1} \pi_m \right] \times \left[ \prod_{s_m \in R_{i,j}^2 \cap R_{j,i}^2} \pi_m \right].$$

Generally, a $d$-dimensional hypercube can be triangulation into $d!$ $d$-simplices with disjoint interiors [12].

Let $V = \{v^0, v^1, \ldots, v^\beta\}$, $0 \leq \beta \leq d$, be a set of $\beta + 1$ points in $\mathbb{R}^d$. If the vectors $v^i - v^0$, $1 \leq i \leq \beta$, are linearly independent, then the convex hull of $V$ is called a $\beta$-simplex.

Consider the collection $C_\kappa = \{c_1, c_2, \ldots, c_k\}$ of cones in Section 2. Each cone $c_i$ in $C_\kappa$ generated by $V_i$, where $V_i$ is the vertex set of a $(d - 1)$-dimensional hypercube that is contained in one of the 2$d$ hypercube $x_1 = 1$, $x_1 = -1$, $x_2 = 1$, $x_2 = -1$, $x_d = 1$, $x_d = -1$. This hypercube can be triangulated into $(d - 1)!$ many $(d - 1)$-simplices $\Delta_1^1, \Delta_1^2, \ldots, \Delta_1^{(d-1)!}$, that are all contained in the same hyperplane as $V_i$. We define

$$C_{\kappa_s} = \{c_i : \text{for } 1 \leq i \leq \kappa_s, 1 \leq j \leq (d - 1)!\},$$

where $\kappa_s = 2d! \sqrt{2(d - 1)/(1 - \cos \theta)}|^{d-1}$. Since $\kappa = d(d+1)/2(\pi/\theta)^{d-1}$, we have

$$\kappa_s \leq \kappa d^{d-1} = d^{(3d-1)/2}(\pi/\theta)^{d-1}.$$
The collection \( \mathcal{C}_\kappa \) consist \( \kappa \) simplicial cones that cover \( \mathbb{R}^d \), and that all have their apex at the origin. If \( d \) is a constant, then \( \mathcal{C}_\kappa \) can be constructed in \( O(1/\theta^{d-1}) \) time and consists of \( \kappa = O(1/\theta^{d-1}) \) cones with disjoint interiors [13]. Since the collection \( \mathcal{C}_\kappa \) has at most \( d^{(3d-1)/2}(\pi/\theta)^{d-1} \) cones, if we only consider the collection of the vector perpendicular to every face, then we have at most \( (d^{(3d-1)/2}(\pi/\theta)^{d-1})^2 \) different group regions \( R_{i,j}^k \cap R_{j,i}^l \), for all \( s_i, s_j \in S, i < j \) and \( 1 \leq k, l \leq (d-1)! \).

**Observation 3.1.** Let \( s_i \) and \( s_j \) be two points in \( S \). We have

\[
\prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m = \prod_{k=1}^{(d-1)!} \left( \prod_{l=1}^{(d-1)!} \prod_{s_m \in R_{i,j}^k \cap R_{j,i}^l} \pi_m \right).
\]

Similar to Section 2, we will convert \( \prod_{s_m \in R_{i,j}^k \cap R_{j,i}^l} \pi_m \) to a partial-sum query. First, all regions \( R_{i,j}^k \cap R_{j,i}^l \) for all \( s_i, s_j \in S, i < j \) and \( 1 \leq k, l \leq (d-1)! \), are grouped base of lines through the origin that are orthogonal to its face, we denote the \( i \)-th group of regions by \( G_i \) and the number of groups by \( q \). Next, for each region, let \( D_1, D_2, \ldots, D_f \) be the lines through the origin that are orthogonal to the face of this region, where \( f \) is equal to \( 2d \). These lines define the coordinate system that can be used to compute \( \prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m \).

We define the function \( Source() \) such that

\[
Source(R_{i,j}^k \cap R_{j,i}^l) = R_{i,j} \cap R_{j,i},
\]

for any \( 1 \leq i < j \leq n \) and \( 1 \leq k, l \leq (d-1)! \). We preprocess every group for computing partial-sum query.

**Lemma 3.2.** Algorithm 2 computes Equation (3) in \( O(n^2 \alpha(n^2, n)^{2d}) \) time and \( O(n^2) \) space.

**Proof.** Since we have at most \( (d^{(3d-1)/2}(\pi/\theta)^{d-1})^2 \) different group regions \( R_{i,j} \cap R_{j,i} \), for all \( s_i, s_j \in S, i < j \), grouping these regions takes \( O((d^{(3d-1)/2}(\pi/\theta)^{d-1})^2 \log(d^{(3d-1)/2}(\pi/\theta)^{d-1})) \) time. Since \( d \) and \( \theta \) are constants, grouping these regions takes \( O(1) \) time. Preprocessing each group of the region takes

\[
\sum_{i=1}^{q} [O(n) + O(Q_j)] = q \times O(n) + \sum_{i=1}^{q} O(Q_j) = O(qn) + O((d-1)!^2 n^2) = O(n^2)
\]

time, where \( Q_j \) is the number of regions that lie in the \( j \)-th group. Finally, computing all partial-sum queries take \( O((d-1)!^2 n^2 \alpha(n^2, n)^{2d}) \) time. Therefore, Algorithm 2 takes \( O(n^2 \alpha(n^2, n)^{2d}) \) time. Space complexity of Algorithm 1 is similar to Algorithm 2. \( \square \)

From Lemma 2.2 and Lemma 3.2, the following theorem is obtained.

**Theorem 3.3.** Let \( S \) be a set of \( n \) uncertain points in \( \mathbb{R}^d \). The expected weight of the \( \theta \)-graph can be computed in \( O(n^2 \alpha(n^2, n)^{2d}) \) time and \( O(n^2) \) space.
Algorithm 3:

1. **Input**: Uncertain point set \((S, \Pi)\)
2. **Output**: \(\sum_{s_i, s_j \in S, \ i < j} [s_i s_j] \times \pi_i \times \pi_j \times \prod_{s_m \in R_{i,j} \cap R_{j,i}} \pi_m\)
3. for \(i = 1\) to \(n - 1\) do
   4.   for \(j = i + 1\) to \(n\) do
      5.      for \(k = 1\) to \((d - 1)!\) do
      6.         for \(l = 1\) to \((d - 1)!\) do
            7.             Group regions \(R^{k}_{i,j} \cap R^{l}_{j,i}\) base of lines through the origin that is orthogonal to its faces;
            8.             \(E[R_{i,j} \cap R_{j,i}] = \pi_i \times \pi_j \times |s_i s_j|;\)
      9.      for \(i = 1\) to \(q\) do
         10.         for \(j = 1\) to \(n\) do
              11.             Transform point \(s_j\) to new coordinates base of lines through the origin that is orthogonal to the face of \(G_i\);
              12.             preprocess \(G_i\) for partial-sum query;
         13.         for every region \(\gamma \in G_i\) do
               14.                 compute partial-sum query \(\sigma(A, \gamma)\);
               15.                 \(E[Source(\gamma)] = E[Source(\gamma)] \times \sigma(A, \gamma);\)
         16.      end for
    17.   end for
  18. end for
19. return \(Sum;\)
4 Conclusion

In this paper, we studied the $\theta$-graph of a set of $n$ points in uncertain points in tuple model. We proposed an algorithm to compute the expected weight of $\theta$-graph in $O(n^2 \alpha(n^2, n)2d)$ time using $O(n^2)$ space, where $\theta$ and $d$ are constants. There are some interesting problems to be pursued. One of them is computing the expected weight of other spanners on uncertain points, since the $\theta$-graph is a $t$-spanner for a $t$ which is a function of $\theta$.
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