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Abstract 
The orbit determination in one sentence is the application of a variety of techniques for estimating 
the orbits of objects such as the moon, planets and spacecraft. In dynamic astronomy, the orbit 
determination is the process of determining orbital parameters with observations. Considering the 
visibility of the satellite motion trace and the fundamental need to determine and modify satellites’ 
orbital parameters as well as identify special satellites, determining the positional parameters of the 
satellite is also one of the modern and important applications of vision-based astronomical 
systems. In the modern vision-based astronomical systems, data collection is done using a charge-
coupled device (CCD) array. In this paper, a new method is presented for satellite streak detection 
through an optical imaging system. This automatic and efficient method, which has the ability of 
real-time data analysis, is based on the sidereal image using CCDs. The images captured by this 
method have a large amount of information about stars, galaxy, and satellites’ streaks. In this 
paper, an automatic method is presented for streak detection. The purpose of this research is to find 
an optimal method for satellite streak detection and different methods in clustering such as 
k_means, particle swarm optimization (PSO), genetic algorithm (GA), and Gaussian mixture 
model (GMM). Finally, some assessment criteria were compared and concluded that GA is an 
optimal algorithm in satellite streak detection. 
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1. Introduction 
In recent years, a limited number of countries 
have achieved some advancements in the 
aerospace industry and the ability of 
building, launching, and infusing satellites in 
low orbits. In order to complete the entire 
cycle of the space industry, the satellite 
navigation, and control, which has been 
neglected since the beginning of the 
movement of space science in the country, 
has to be considered specifically. The orbit 
determination can be expressed as the 
application of a variety of techniques for 
estimating the orbits of objects such as the 
moon, planets, and spacecraft. Today, 
satellite orbit determination is known as 
primary part of space surveillance in design 
and control of them after launch. Therefore, 
the ability of tracking and satellite orbit 
determination is among the most important 
issues in the space program of each country. 
From ancient times, orbit determination has 
been a challenge for space scientists. Due to 

increasing space missions and the number of 
satellites, it is necessary to establish new 
methods for accurate detection of orbits and 
identify spy satellites. In particular, orbit 
determination of planet of the solar system is 
an adjustment of noisy orbital observation 
that consists of random and systematic error 
for force models and estimation of model 
parameters by observations, such that to 
achieve a mathematical model that illustrates 
the path of the celestial object in the path 
before and after the observation time. To 
simplify, this process is divided into two 
parts. First, the initial orbit is estimated and 
then corrections are made to the determined 
orbit. The purpose of initial orbit 
determination of the object moving around 
the earth is to calculate object orbital 
parameters by few observations; furthermore, 
initial orbit determination is used for 
detecting a missing object in space. To 
determine the precise orbit, it is necessary to 
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determine the initial orbit with good 
accuracy, which indicates the importance of 
the initial orbit determination (Vallado and 
Agapov 2010; Swanzy, 2007; Farnocchia et 
al., 2010). 
In general, tracking and orbit determination 
procedure can be divided into two sections: 
observation and calculation. The first is 
extraction of position and velocity of the 
satellite and in part of the calculation, 
numerous methods and algorithms about 
tracking and satellite orbit determination are 
applied to them. Satellite altitude 
determination and positioning requires 
sufficient information on physics of the 
motion and other controlling parameters. 
Since the physics of earth and atmosphere is 
not adequately known, orbit determination is 
not possible with the available model. 
Therefore, for a highly accurate orbit 
determination of civilian satellite, it is 
necessary to directly observe the satellite. 
Different types of observations are used to 
make an initial orbit determination. These 
observations can be collected by ground 
stations that contain angular angles, 
elevations, distance and distance range. 
These observations are made by the radar and 
the telescope because the collection of 
observations without an instrument and the 
naked eye does not have enough precision 
and sensitivity for the determination of the 
space object orbit. However, because the 
distante observation is expensive and 
sometimes impossible, angular observation is 
used. Thus, the optical tracking system is 
more accurate and simpler and requires low-
cost equipment. Accordingly, optical tracking 
has higher flexibility against the 
environmental condition (Lee, 2003; Lee et 
al., 2004). 
Fundamental of orbit determination using 
optical system is astronomical imaging using 
a CCD. Images captured with this method 
contain large amount of information about 
stars, galaxies, and satellite streak 
(Schildknecht 1994, 2007). Orbit 
determination method based on this method 
used stars’ position for attitude determination 
of satellite, so coordinates of satellite and 
stars should be detected in images. Since a 
satellite appears as a streak in the captured 
image, the model of the streak satellite must 
be extracted accurately, because the 

misdiagnosis of the beginning and end points 
of the streak directly affect the accuracy of 
the determined orbit. Automatic method is 
imperative for streak detection because 
satellite recognition manually is tedious, 
time-consuming, and erroneous. Manual 
streak detection was used in initial methods 
when technology was not available or it was 
not affordable. With the advancement of 
technology, the dependency on manual 
methods has drastically decreased (Hejduk et 
al., 2004). 
In satellite detection, streak can sever as a 
line such that the efficient line detection 
method affects the diagnosis of beginning 
and end points. There are some studies 
regarding line detection in image processing. 
The first method in this regard was proposed 
by Hough in 1962 as a Hough Transform 
(HT) algorithm, which transfers an edge 
image in parameter space. Another type of 
HT is Probabilistic Hough Transform that 
determines the start and end points of lines. 
Lévesque performed the matched filter 
algorithm for satellite streak detection 
detection. (Levesque, 2009; Levesque and 
Buteau, 2007). Also, a number of algorithms 
have been developed for line detection using 
PSO, which performs faster than HT (Simms, 
2011; Kirchmaier et al., 2010). 
There is a need to develop algorithms and 
software that can automatically detect and 
report the presence of satellite streaks and 
start and end points in the acquired images. 
The algorithms presented in this paper were 
developed for this purpose. The main 
objective of this study is to develop a streak 
detection algorithm based on the clustering. 
The basic idea of the method is to use 
numerous clustering algorithms to improve 
accuracy and speed and decrease run-time.  
The remainder of this paper is organized as 
follows. Section 2 describes the proposed 
methodology. Section 3 provides a 
quantitative and comparative experimental 
validation of the proposed approach using 
simulated and real astronomical images. 
Results of streak detection on two datasets 
are presented in Section 4, and conclusions 
are provided in Section 5. 
 

2. Method 
An automatic streak detection for optical 
images is developed in this study. In addition 
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2-3-1. The k-Means Algorithm 
The k-means is one of the simplest 
unsupervised clustering algorithms (Jain, 
2010). The main idea of this algorithm, 
which was presented by MacQueen in 1967, 
is to define k-center for each cluster through 
the following steps:  
- From N data, K data 1 2, ,..., kz z z  is chosen 

as cluster centers. 
- Assigns data , 1, 2,....,ix i n   to a specific 

cluster if Equation (2) is held: 
 

, 1, 2, ..., ,
i j i p

x z x z p K j p           

                                                                    (2) 
 

- When all samples are assigned to clusters, 
the position of the K class centers is 
recalculated. New class centers are 
determined by Equation (3): 

1
, 1, 2, ...., ,

i j j

i j

Z i k x C
n x

  


     (3) 

in  illustrates the number of data in iC  class. 

- The second and third steps are repeated 
until class centers do not change. 
Although k-means have been developed 
during the last decades, it cannot find 
optimum solution accurately and has several 
significant drawbacks such as: 
- The major disadvantage of the k-means 
algorithm is that the final solution depends 
on a number of clusters and their primary 
centers; in addition, this algorithm is 
sometimes stuck at suboptimal values. 
- There is no obvious procedure for 
calculating the primary class centers. 
- If the number of data in one class is zero, 
there is no way to continue the method. 
 
2-3-2. Particle Swarm Optimization (PSO) 
Algorithm 
PSO is a computational method that 
optimizes a problem iteratively based on a 
simulation of birds or fish collective behavior 
(Eberhart and Kennedy, 1995). PSO is 
originally attributed to Kennedy and 
Eberhart. They first intended to develop a 
kind of artificial intelligence using social 
models that did not require individual 
abilities. Their primary simulation was 
performed in 1995 for the simulation of bird 
behavior for finding seeds (Eberhart and 

Kennedy, 1995).  
In PSO, agents in a particle have simple 
behavior and follow achievement of 
neighbors and themselves. The collective 
behavior that appears from this simple 
behavior will cover optimal areas of a multi-
dimensional search space. In PSO, a group of 
particle is used each having a strong potential 
to solve the problem (Esmin et al., 2008). 
To update the particle’s position, it is 
necessary to calculate the particle’s velocity. 
In PSO, in accordance with Equation (4), the 
velocity consisted of three components: 
momentum, cognitive, and social (Van der 
Merwe and Engelbrecht, 2003). 
 

( 1)
ij

v t    

1 1
( ) ( )[ ( ) ( ) ]

ij j ij ij
v t c r t pbest t x t    

 
 

2 2
( )[ ( ) ( ) ]

j ij
c r t gbest t x t  

 
                                                                    (4) 
 

In PSO, pbest and gbest play crucial roles in 
guiding the particle’s search. In the above 
equation, ( )

ij
pbest t  represents the best 

position that ith particle has experienced since 
the process has started, ( )gbest t  represents 

the best position of neighbors, and ( )ijv t  is 

the previous velocity of the ith particle. ( )ijx t  

is particle’s position, 1 2,c c  are acceleration 

constant parameters that play the role of 
weighting for cognitive and social parts, and 

1 ( )jr t  and 2 ( )jr t  are random values between 

0 and 1, which are sampled from a uniform 
distribution. Finally, the particle’s position in 
each stage is updated according to Equation 
(5). 

( 1) ( ) ( 1)i i ix t x t v t                             (5) 

PSO algorithm is influenced by several 
factors such as data dimension, particle 
number, neighbor size, number of repetitions, 
and acceleration coefficients (Suganthan, 
1999). 
 
2-3-3. Genetic Algorithm 
Genetic algorithm (GA) employs Darwins 
natural selection principles to find the 

Momentum Cognitive 

Social 
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Table 4. Evaluation criteria with different methods in the sample image (b) in Figure (4). 

EMGMM_kmeansGenetic_kmeans PSO_kmeans K-means EMGMMgenetic PSO  

3.06 e -4 4.76 e -6 1.46 e -4 3.19 e -4 0.001 1.15 e -4 9.92 e -5 Misclassification 

0.920 1 0.960 0.917 0.778 0.968 0.998 Specificity 

280.86 281.32 280.90 280.86 280.66 280.91 289.03 Performance_rate 

3.866 6.354 8.181 3.318 5.061 3.900 7.367 Time 
 

Misclassification rate criteria reflect that rate 
at which classifier is not able to identify the 
correct class of them. Therefore, according to 
the purpose of this study, one method with 
minimum misclassification rate can be 
chosen as an optimal approach. In this 
connection, the GA and GA-k_means were 
identified as an optimal method for the left 
and right images of figure 4 respectively. The 
measures of accuracy derived from the 
confusion matrix represent the proportion of 
true results and the expected value of these 
criteria that would be close to 1. According 
to this parameter, no significant difference 
was found between the outputs; as a result, 
the purposed algorithm is not sensitive to this 
criterion. Specificity measures the rate of the 
non-streak pixel correctly classified under 
non-streak class; consequently, the optimal 
algorithm for satellite streak detection is 
identified by the maximum value of this 
factor. Thus, the GA in the left image and 
GA-K_means in the right image are 
considered as optimal methods. Another 
criterion determined in this study is F-
measures. This parameter was calculated 
from the harmonic average of precision and 
sensitivity. Under ideal and worst conditions, 
this parameter equals to 1 and 0, respectively. 
The values of this parameter do not present 
any variation in the different method; 
therefore, it is not an appropriate criterion for 
satellite streak detection. Next parameter 
evaluated in this study is the performance 
rate. This criterion shows the proportion  
of streak pixels that classified correctly  
and pixels categorized mistakenly;  
hence, GA and PSO can be determined  
by the optimal method for the left and  
right image, respectively, based on  

the performance rate. The last criterion 
studied in this research is the execution  
time. Based on this parameter, PSO and 
K_means minimize the time required to 
detect satellite streak. It should be noted that 
the measured time difference between GA 
and PSO for the left image was 53 
milliseconds. Finally, considering the 
characteristics of imaging geometry, type of 
CCD, and exposure time, the assessment of 
demonstrating that PSO method is more 
efficient than other clustering methods in the 
automatic satellite streak detection and GMM 
can be considered as an appropriate approach 
for streak detection. 
 
4-1. Multi-Streak Detection 
When a multi-satellite streak is found in  
the sidereal image, it would be reasonable  
to expect that the proposed algorithm can 
detect all the streaks in an image. The 
proposed approach was applied to the 
simulated image and then the start and end 
points of each streak were specified by pixel 
coordinate. The output of this section is 
shown in Figure 18. 
 
4-2. Comparison of Proposed Method with 
Precise Orbit  
For more evaluation of proposed method, the 
azimuth and elevation value of the beginning 
and end points of a sample streak (Figure 19) 
using the best intelligent method (PSO) can 
be calculated by precise orbit file, then these 
results are compared with results of the 
purposed method. Tables 5 to 7 show the 
comparison of proposed method with precise 
orbit. These tables reveal that the proposed 
method is comparable with real observation, 
which has a difference of about milliseconds. 

 



S

E

62             

 

 

Start 
2

12:

END 
2

12:

TIM  

2015/0
12:05:47  

2015/0
12:06:17  
 

                     J

Figu

TIME 

2015/09/24 
05:47.66002 

2015/09/24  
06:17.26004 

Table 6. A

A
ME

09/24 
7.66002

09/24  
7.26004

 

ournal of the E

Figure 18. 

ure 19. MOUS 

Table 5. Celest

X_Pixe

277.909

712.977

Azimuth and ele

Azimuth and E
 

322.7376636

322.7421911

Ta

T  

2015/09/24   

2015/09/24   

Earth and Spac

Output of prop

streak at 24 Sep

tial and pixel co

l Y_Pixe

1 518.890

7 614.966

evation of satel

Elevation wit
method 

506 

501 

able 7. Differen

TIME

12:05:47.6600

12:06:17.260

ce Physics, Vo

posed algorithm

eptember 2015 b
 

oordinates of st

el Ra(J2

05 15:25:4

62 15:26:2

 
llite streak using

th proposed 

0.8347074 

0.8414754 

nce of azimuth 

Az  

-0.0002

0.01004

ol. 46, No. 4, W

m for multi streak

by SBig 16303 

tart and end sate

2000) Dec

48.613 63:

24.533 63:

g proposed met

Azimuth

322.73

322.73

and elevation.

 zimuth

-0197844 

909047 

Winter 2021 

k image. 

 
blooming CCD

ellite streak. 

c(J2000) A

23:44.43 

13:29.72 

thod and precise

h and Elevati
orbit 

96420 

12864 

Elevation

-0.0077490 

0.0094688 

 

D. 

Az(J2000) 

122.5792 

122.7979 

se orbit. 

ion using pre
t

50.842456

50.832006

El(J2000) 

41.541 

41.624 

ecise 

62 

66 



Automatic Satellite’s Streak Detection in Astronomical Images Based on …                         63 

 

7. Conclusion  
In the current state of colonization of near-
Earth space by satellites, there is an 
increasing need to know exactly the real 
status of the occupation of this space. Thus, 
orbital parameters for all objects traveling in 
this space must be known with a high degree 
of accuracy. In addition, this knowledge must 
be periodically updated because this situation 
is always changing. Atmospheric drag, solar 
wind, moon, and planetary gravitational 
perturbations are all sources of interference 
that generate orbital perturbations beyond 
what the best orbital model can predict. The 
solution is to periodically observe all the 
satellites, particularly the debris (because 
active satellites themselves contribute to 
maintaining the knowledge of their orbital 
parameters), to determine with precision their 
positions, and update their known orbital 
parameters. There is a serious need for sky 
surveillance in order to monitor the satellites 
or the non-functional space objects for 
different purposes, such as to correct the 
satellites deviations from their trajectories, to 
detect uncatalogued space debris objects, and 
to avoid possible collisions. In order to define 
the location of the satellite in the sky and 
then to update its orbital parameters, an 
optical satellite tracking system can be 
designed, which acquires sequences of 
astronomical images from the sky. Such a 
system is composed of many sensors like a 
telescope, a CCD camera, and a GPS 
receiver. The CCD camera captures some 
sequences of images in the current time 
provided by GPS. The star catalogs are 
employed to calibrate the image plane to the 
celestial coordinate systems. The TLE 
database contains the outdated orbital 
parameters to estimate the satellite position. 
For this purpose, an algorithm was required 
to detect satellite streaks automatically in the 
sidereal image. 
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