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Abstract 

     Soil texture is variable through space and controls most of the soil’s Physico-chemical, biological and 

hydrological characteristics and governs agricultural production and yield. Therefore, determining its variability 

and generating accurate soil texture maps have a key role in soil management and sustainable agriculture. The 

purpose of this study is to introduce a numerical algorithm named Least Square Support Vector Machine for 

Regression (LS-SVR) as a predictive model in Digital Soil Mapping (DSM) of soil texture fractions and 

evaluating its performances based on modeling evaluation criteria. In this study, the soil texture data of 49 soil 

profiles in Tabriz plain, Iran, was used. The important covariates were selected using Genetic Algorithm (GA). 

The model evaluation results based on ME, MAE, RMSE, and R2 indicate the high performance of LS-SVR in 

predicting soil texture components. The prediction RMSE for sand, silt, and clay was 6.82, 5.08 and 6.06, 

respectively. Silt prediction had the highest ME and the lowest MAE and RSME values. The algorithm simulated 

the complex spatial patterns of soil texture fractions and provided high accuracy predictions and maps. Therefore, 

the LS-SVR algorithm has the capability to be used as predictive models in soil texture digital mapping. This 

study highlighted the potential of the LS-SVR algorithm in high precision soil mapping. The generated maps can 

be used as basic information for environmental management and modeling.  
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1. Introduction 

 

     Over the past decades, the need for soil maps 

and information about soil has increased. Soil 

maps are broadly used as basic information for 

ecological evaluations, land/agricultural 

management, and natural protections (Van der 

Ploeg and Vlijm, 1978; Cámara et al., 2017; 

Pinheiro et al., 2018). Soil texture fractions or 

soil mineral particle size is highly variable 

through space and is the most important 

physical property that governs soil’s Physico-

chemical, biological and hydrological 

characteristics and processes (Adhikari et al., 

2013). It influences agricultural production, 

crop yield, soil fertility, and moisture retention  
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(Silva Chagas et al., 2016). So, one of the major 

challenges in soil management and sustainable 

agriculture is the need for accurate soil texture 

maps. 

     The classical method of soil properties 

mapping was based on assigning the mean value 

of each soil property per map unit (polygon). 

But this method had many disadvantages, for 

example it was not practical for highly variable 

soil properties, needs many soil samples, time-

consuming, and expensive (Pahlavan-Rad and 

Akbarimoghaddam, 2018). Therefore, the need 

for new mapping methods arises, which can 

provide accurate and high-resolution (pixel-

based) soil properties maps. Here, the key role 

of Digital Soil Mapping (DSM) is highlighted 

as a successful technique to convert discrete 

observation points to a continuous surface. 

DSM employs field observations, laboratory 

measurements, digital elevation model (DEM), 
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and satellite imagery derivates as inputs for 

building mathematical/statistical (quantitative) 

models to map spatial patterns of soil properties 

through the area (Minasny and McBratney, 

2016). For more details and explanations on 

DSM readers can refer to McBratney et al. 

(2003), and Minasny and McBratney (2016).  

     In recent years, DSM has been used to map 

different soil properties such as soil organic 

carbon, clay, and nitrogen (Minasny et al., 

2013; Lin et al., 2016; Sindayihebura et al., 

2017) with different predictive models. Silva 

Chagas et al. (2016) used Multiple Linear 

Regressions (MLR) and Random Forest (RF) as 

predictive models to map soil texture. Pahlavan-

Rad and Akbarimoghaddam (2018) employed 

RF as a predictive model to estimate soil texture 

and pH. Shahbazi et al. (2019) used RF to map 

the spatial distribution of clay. MLR and RF are 

used as general predictive models in DSM. But 

there is a need to introduce new predictive 

models such as machine learning algorithms to 

model the spatial patterns of soil properties. 

     Machine learning approaches such as 

Support Vector Machine for Regression (SVR) 

and Least Square Support Vector Machine for 

Regression (LS-SVR) have been successfully 

applied in many fields (Ballabio, 2009; Pasolli 

et al., 2011). LS-SVR differs from the standard 

SVR, it is a powerful method for solving non-

linear problems and function estimation (Kumar 

and Kar, 2009), and this machine learning 

method has been used in numerous studies. LS-

SVR employed for modeling of stream-flow 

prediction (Bhagwat and Maity, 2013, Kisi 

2015a), rainfall downscaling (Pham et al., 

2019), solar power output (Lin and Pai, 2016), 

drought forecasting (Deo et al., 2017), pan 

evaporation (Goyal et al., 2014; Kisi, 2015b) 

and modeling of soil moisture retention curve 

(Achieng, 2019). The LS-SVR has not been 

applied as a predictive model in DSM as of yet.  

     The present study’s aims are: (1) assessing 

the potential of LS-SVR techniques as 

predictive model for soil texture fraction 

prediction, and (2) generating digital soil texture 

maps. This paper presents a novel application of 

LS-SVR as predictive models in DSM. 

 

2. Materials and Methods 

 

2.1. Study area and data 

 

     The study area is part of Tabriz plain in the 

north-west of Iran, which lies between Latitude 

38°  00´  to 38° 16´ N and Longitude 45°  51´ to  

46°  10´ E with the area of 424 km2 (Figure 1). 

The average annual precipitation is about 

280mm and the climate is semi-arid. The 

surface soil texture (sand, silt, and clay 

fractions) data of 49 soil profiles in the study 

area was used and the spatial distribution of 

sample points and their locations are shown in 

Figure 1. The environmental covariates as 

spatial coordinates, topographical wetness index 

(TWI), slope, elevation, and remote sensing 

covariates from Landsat images such as spectral 

bands, spectrally derived indexes, PCA and 

tasseled cap transformations were used as well. 

 

 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

Fig. 1. Study area and locations of soil samples 
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2.2. LS-SVR 

 

     The LS-SVR as a developed version of the 

standard SVR is a powerful algorithm for 

solving non-linear problems and function 

estimation (Kumar and Kar, 2009; Kisi, 2015b). 

LS-SVR is a kernel-based machine learning 

method, first proposed by Suykens and 

Vandewalle (1999) and has higher 

computational performance than standard SVR 

(Bhagwat and Maity 2013). Because in training 

phase formulation of  LS-SVR a set of linear 

equations should be solved instead of a 

quadratic programming problem in the standard 

SVR (Suykens and Vandewalle 1999). In 

solving an LS-SVR formulation one less 

parameter is required to optimize the model, 

which is the advantage of LS-SVR over SVR 

(Goyal et al., 2014). 

     The mathematics of the LS-SVR algorithm is 

represented based on Bhagwat and Maity (2013) 

and Kisi (2015b): 

     The aim is the building of function y=f(x), 

which characterizes the dependence of the 

inputs xi (independent variables) and output yi 

(target variable). The form of the nonlinear 

function can be expressed as (1): 

 

 Ty w x b 
    (1) 

 

Where w is weight vector, f is non-linear 

mapping function and b is the bias term (Cao et 

al., 2008).  

Using the function estimation error, the 

optimization problem is defined as 
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Where γ is the regularization constant and ei is 

the training random error for xi. 

     To find the optimal parameters of w and e, 

that minimize the prediction error of the 

regression model, the Lagrange multiplier 

optimal programming method is applied to 

solve the Eq (2). The objective can be 

determined by changing the constraint problem 

into an unconstraint problem. The Lagrange 

function can be expressed as 
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Where αi is the Lagrange multiplier. 

     The optimal conditions can be obtained by 

taking the partial derivatives of Eq. (3) with 

respect to w, b, e and α by taking into account 

the Karush–Kuhn–Tucker (Flecher, 1980), 

respectively as 

 

 
1

0
N

i i

i

L
w x

w
 




  


   (4) 

 

1

0 0
N

i

i

L

b





  


    (5) 

 

0 ,   i 1,..., Ni i

i

L
e

e
 


   


  (6) 

 

 0 0,     i 1,..., NT

i i i

i

L
w x b e y

x



      



                                              (7) 

 

From the set of Eqs. (4-7), w and e can be 

eliminated. Therefore the linear equations can 

be derived as 
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where Y=y1,..., ym, Z= φ(x1)Ty1,..., φ(xm)Tym, 

I=[1,...,1], α=[α1,..., αl]. 

     By defining kernel function as Eq. (9) which 

is satisfied with mercer’s condition. 

 

     , ,    i 1,..., N.
T

i iK x x x x    (9) 

 

The resulting LS-SVR model can be expressed 

as: 
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     The radial basis function (RBF) is a broadly 

used kernel function (Bhagwat and Maity, 2013; 

Kisi, 2015b) that was employed in the current 

study. The RBF kernel is defined as: 
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2.3. Feature selection 

 

     The features (important covariates) were 

selected using Genetic Algorithm (GA) which is 

a broadly used technique for feature selection 

(Yang et al., 2019) in models that lacking the 

interior feature section as LS-SVR. 

Accordingly, to improve the LS-SVR model, in 
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the programming and coding phases, the GA 

entered as an optimizer component in the main 

LS-SVR code to optimize the combinations of 

the features selected as important covariates for 

each soil variable prediction. After feature 

selection by GA, the selected features used as 

input covariates for implementing the LS-SVR 

model. 

 

2.4. Methodology 

 

     In the present study, the RBF based LS-SVR 

algorithm employed as a predictive model for 

estimating soil texture fractions (sand, silt, and 

clay) using 49 samples, DEM, and Lansat5 

image derivates. The accuracy of the model for 

each soil particle size prediction was evaluated 

through the leave-on-out cross-validation 

technique. The model performance for each soil 

texture component evaluated based on four 

statistical criteria: mean error (ME), mean 

absolute error (MAE), root mean squared error 

(RMSE) and coefficient of determination (R2). 

Then the digital maps of soil texture fractions 

generated for each texture component. 

3. Results and Discussion 

 

3.1. Descriptive statistics 

 

     Descriptive statistics of soil texture fractions 

are presented in Table 1. The mean sand, silt, 

and clay fractions (%) were 25.35, 45.25, and 

29.40%, respectively. Sand fractions ranged 

from 5 to 81.20%, silt ranged from 8 to 65.60%, 

and clay ranged from 5.10 to 64.55%. Sand has 

the widest range compared to silt and clay. The 

distribution of soil texture classes was plotted 

on a USDA texture triangle diagram, which is 

graphically shown in Figure 2. The soil samples 

had different soil texture classes range from 

loamy sand to clay. The soil texture classes in 

the study area are loamy sand, sandy loam, 

loam, silt loam, clay loam, silty clay loam, silty 

clay, and clay. With respect to the soil texture 

diagram, soil texture classes in the study area 

are mostly distributed in loamy classes. 

 

 

 
                                       Table 1. Descriptive statistics of soil soil texture fractions; sand, silt and clay 

Variable Min Max Mean Median SD 

Sand (%) 5.00 81.20 25.35 24.60 16.28 
Silt (%) 8.00 65.60 45.25 45.30 10.23 

Clay (%) 5.10 64.55 29.40 28.40 13.67 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Soil texture triangle diagram with a sampled texture classes 

 

3.2. Feature selection and model performance 

 

     To predict soil texture fractions, first the 

most important features defined for each soil 

variable based on GA. Table 2 indicates the 

selected features for each variable. The selected 

features used as important covariates to predict 

the soil texture fractions. During the feature 

selection phase; Band 5, Band7, wetness, and X 

coordinate were selected as important covariates 

for predicting all soil texture fraction (sand, silt, 

and clay). However, other covariates were 

selected for predicting each soil variable as 

well. Silt prediction with five important 
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covariates (i.e., Band 5, Band7, greenness, 

wetness, and X coordinate) had the minimum 

number of important covariates. Sand and clay 

were used 13 covariates for predicting each 

variable. In all predictions, spatial coordinates 

were marked as important covariates in 

modeling soil texture fraction. This indicates 

that LS-SVR can model the spatial trends of soil 

texture fractions and relate the spatial 

dependence with point’s spatial coordinates. 

 
                      Table 2. The selected covariates for soil texture prediction 

 Selected covariates 

Sand B1, B3, B4, B5, B7, PC2, PC3, PC4, PC5, PC6, Wetness, X, Y 

Silt B5, B7, Greenness, Wetness, X 
Clay B1, B4, B5, B7, PC1, PC2, PC4, PC5,Brightness, Greenness, Wetness, X, Y 

                      B1: band1; B2: band2; B3: band2; B4: band4; B5: band5; B7: band7; X: X coordinates; Y: Y coordinates 

 

     The LS-SVR model was used for predicting 

the soil texture fractions based on the input 

combinations as indicated in Table 2. The 

models’ performance evaluation results are 

presented in Table 3. The ME values were 

ranged from -2.73 to -2.47 that belonged to silt 

and clay, respectively. All predictions had 

negative ME which indicates that all prediction 

were underestimated the observed values. The 

maximum and minimum MAE was observed for 

sand and silt with values of 4.58 and 3.49, 

respectively. The LS-SVR had predicted sand, 

silt and clay with the RMSE values of 6.82, 

5.08, and 6.06, respectively. 

     The RMSE and MAE values for sand 

prediction were high because sand content has a 

wide range compared to silt and clay in the 

study area. Conversely, the silt predictions had 

lowest RMSE and MAE values regarding its 

narrow range.  

     The scatter plots of LS-SVR for observed 

and predicted soil particle fractions are shown 

in Fig. 3. The plots indicate the relations 

between predicted and observed values. Based 

on the models’ R2 values, the algorithm was 

modelled the soil texture components with R2 of 

0.86, 0.83, and 0.84 for sand, silt, and clay, 

respectively. In all predictions, the regression 

lines were close to 1:1 lines which indicate the 

models’ accuracy. Regarding models 

performance results presented in Table 3 and 

Fig. 3, the LS-SVR algorithm had high 

performance and predictive capability in the 

prediction of all soil texture fractions and 

provided accurate predictions. 

 
                         Table 3. Performance evaluation of the model for soil texture fractions 

Evaluation criteria 
Parameter 

Sand Silt Clay 

ME -2.62 -2.73 -2.47 
MAE 4.58 3.49 4.50 

RMSE 6.82 5.08 6.06 

R2 0.86 0.83 0.84 

                         ME: mean error; MAE: mean absolute error; RMSE: root mean squared error; R2: coefficient of determination 
 

3.3. Digital soil maps 

 

     The soil texture fractions (sand, silt, and 

clay) distribution maps were generated and 

presented in Fig. 4. Regarding the generated 

prediction maps, the north, north-west, and west 

of the area have a high fraction of sand and the 

least sand amounts were predicted in the central, 

eastern, and southern parts of the area. The 

highest amounts of silt are identified in the 

north, center, and south parts of the area, where 

the low amounts are highlighted in the west and 

north-western parts. The clay map indicates a 

high amount of clay in the north-east, east, 

center, and south-east of the area. The areas 

with lower clay content were located in the 

north. 

     The LS-SVR model could find the general 

trends in spatial distributions of soil texture 

fractions particles in the study area. The high 

sand content in the north and north-west of the 

area is regarding the proximity to the 

mountainous area. The higher silt and clay 

contents are predicted in eastern, central, and 

southern areas which are the lowest parts of the 

Tabriz plain. 

     The results indicate that the LS-SVR has 

high performance and could model the complex 

spatial patterns of soil texture fractions by 

providing high accuracy predictions and maps. 

Accordingly, the LS-SVR algorithm has the 

potential to be used as predictive models in 

DSM for soil texture fractions mapping.  
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Fig. 3. Scatter plots between the observed and estimated values for each soil particle size using the LS-SVR model 

 
 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
Fig. 4. The generated soil texture fractions maps by LS-SVR algorithm. Sand (a), silt (b) and clay (c) 
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4. Conclusion 

 

     The goals of this study were to investigating 

the potential of a numerical algorithm named 

LS-SAVR as a predictive model in digital 

mapping of soil texture fractions (soil mineral 

particle size), and generating soil texture 

distribution maps using this model in a semi-

arid environment. The GA used to select 

important covariates. According to the results, 

remote sensing covariates were successfully 

used in the digital mapping of soil texture 

fractions. The validation results in terms of ME, 

MAE, RMSE, and R2, indicate the high 

accuracy and capability of LS-SVR in 

predicting and mapping of soil texture fractions. 

Moreover, this algorithm could model the 

complex spatial patterns of soil texture 

components using spatial coordinates. This 

study highlights the potential of the LS-SVR 

algorithm in the DSM of soil texture. The LS-

SVR model is recommended for the digital 

mapping of soil texture, which has a key role in 

soil management and sustainable agriculture. 

Finally, the generated high-resolution digital 

soil texture maps as a result of this study can be 

taken into account by the ministry of agriculture 

for appropriate decision making in 

land/agricultural management and natural 

protections.  
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