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ABSTRACT ARTICLE INFO

One of the most popular frameworks for big data pro-
cessing is Apache Hadoop MapReduce. The default
Hadoop scheduler uses queue system. However, it does
not consider any specific priority for the jobs required
for MapReduce programming model. In this paper, a
new dynamic score is developed to improve the per-
formance of the default Hadoop MapReduce scheduler.
This dynamic priority score is computed based on effec-
tive factors such as job runtime estimation, input data
size, waiting time, and length or bustle of the waiting
queue. The implementation of the proposed schedul-
ing method, based on this dynamic score, not only im-
proves CPU and memory performance, but also reduced
waiting time and average turnaround time by approxi-
mately 45% and 40% respectively, compared to the de-
fault Hadoop scheduler.
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1 Introduction

Nowadays, various new systems such as wireless sensor networks, remote health moni-
toring, smart home, IOT (The Internet of Things), social networks, and stock markets,
generate growing data known as the big data. Management, storage, retrieval, process-
ing, and analysis of this data type requires special infrastructure systems and algorithms,
due to the volume, velocity, variety, and veracity. One of the well-known open-source
frameworks used in storing and processing big data is Apache Hadoop [11]. Hadoop is
scalable and reliable framework for big data storage and process. It divides the big input
data into fixed-size pieces which is known as splits. These splits are stored and processed
on cluster of machines. In Hadoop 2, the default size of each split is 128MB. In order
to manage error and fault tolerance, each split is copied three times and transferred to
different machines.
Distributed Hadoop file system -HDFS- uses MapReduce programming system which in
turn exploits parallelism in cluster computing [2, 11, 17, 22]. For job scheduling Hadoop
uses queue system. Considering priority in this queue is a challenging issue, in order to
determine which job takes possession of the resources. Since proper prioritized scheduling
has significant impact on system performance, such as CPU and memory consumption,
load balancing, shorter response time, shorter waiting time, and fairness, this paper pro-
poses a prioritizing jobs module for the default scheduler Hadoop. In this module, some
effective parameters like runtime, input data size, entry time, waiting time, and the length
or bustle of the waiting queue are considered to compute a score for each job. Based on
this score the priority of each job is determined. A higher score yields a higher priority.
The remaining of this paper is as follows: Section 2 describes the statement of the problem;
Section 3 presents an overview of earlier researches; Section 4 describes the proposed
method. Section 5 states the evaluation and finally, the conclusion is discussed in Section
6.

2 Statement of the problem

Scheduling is a policy in which a system deals with job selection and system resource
assignment and allocation. Due to processing and resource storage limitation, applications
that work on massive datasets will often wait to run. It is the labor of the scheduler
to allocate resources to applications according to some defined policy [22]. By default,
Hadoop has three types of job scheduling policies: FIFO, Fair, and Capacity [2, 11, 17, 22].
In FIFO (First In First Out) scheduling model, executable jobs are in the waiting queue,
based on entry time. As soon as the system resources are released, they execute in order
of priority. Although FIFO has been considered a simple algorithm, it fails to meet the
fairness among jobs and it does not consider any priority more than the order in which
the job is entered. So, short jobs are sacrificed for longer jobs; so, runtime and waiting
time will be long and unacceptable. However, FIFO has been deprecated and is no longer
directly used.
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In Fair scheduling model, all jobs or applications get an equal share of resources during
their course of running. In this model, one or more pools are defined in order that the
existing resources are distributed equitably among pools so that several jobs can be run
simultaneously. It can run small jobs first without starving the big job. It is simple to
configure. However, when more jobs enter, each job’s runtime and turnaround time is
increased tremendously.
In Capacity scheduling model, multiple hierarchical queuing techniques are used. Each
queue is assigned to a user, group, or organization. In other word, the system resource
usage percentage is predefined by the administrator in each system. By default, FIFO
techniques are utilized in each queue to prioritize jobs. However, there is no priority
sequence and none of the jobs have any priority over the other, then, there are FIFO
challenges in each queue.
The aim of this paper is to propose a new method to prioritize the jobs and improve
the performance of the default scheduler (Fair and Capacity) for Hadoop. The main
advantage of this method is to reduce average waiting and turnaround time for the jobs
and reduce CPU and Memory consumption. To do this, we need some effective factors
like runtime, input data size, waiting time, the length or the bustle of the waiting queue
to determine a score for each job. The highest score shows the most prominent priority.

3 Review of Related Work

The matter of scheduling, is a challenging problem that has been tackled by researchers
from different aspects. Some researchers try to manage and optimize the resources; others
try to shorten the waiting and turnaround times.
A multi-queue scheduling approach of heterogeneous jobs in a hybrid cloud environment
is proposed by Li Chunlin et al. [5]. They applied genetic algorithm, and neural networks
for Map and Reduce tasks to predict the runtime of a job. High priority tasks with
minimum finishing time are allocated to the resources.
Chen He [9] suggested a real-time scheduling g algorithm based on QoS in heterogeneous
Hadoop MapReduce clusters. His aim is to energy minimization, data locality, and QoS
control. He developed a matchmaking scheduling algorithm for improving the data locality
of MapReduce applications. The author achieved a higher cluster utilization without a
deadline missing.
Fei Teng et al. [20] used the Paused Rate Monotonic algorithm for real-time tasks pri-
oritized scheduling on Hadoop MapReduce. This prioritized algorithm schedules jobs
according to their time constraints, and the pauses between the Map and Reduce stages.
HAT- history-based auto-tuning- MapReduce in heterogeneous environments is proposed
by Quan Chen et al. [3, 4]. This scheduler works on historical information saved on every
node and it divided slow nodes into Map and Reduce tasks. Once a Map or Reduce task
finishes on a node, proper parameters are updated according to the new values. During
the run of a MapReduce application, HAT computes the progress scores of all the running
jobs periodically.
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Chun Lin et al. [14] introduced four scheduling-policy combinations derived from the de-
fault schedulers and proposed three different queue-structures: Fair-DRF, Fair-FIFO, and
Capacity-FIFO. The experiments show that employing the merged-queue scenario is the
best choice because it enables almost all combinations to gain high workload completion
rates and shorten workload turnaround time.
Size-based scheduling for Hadoop, schedules tasks by shortening completion times [13, 16].
It also implements an aging policy, where the cost of a job in the queue becomes gradually
decremented as it waits for resources. The technique is called the Shortest Remaining
Virtual Time-SRVT. At the benefit of virtual error elimination and starvation in the
queue, SRVT results in a slight increase in the average throughout time.
Leveraging size patterns scheduler, calculates the number of slots and resources of each
based on the history of the job completion time [24]. The completion time will be predicted
in regard to the job size. The Job Tracker continually sorts users instead of jobs, and
allows the most efficient users to receive the most slots, without starving other users. If
new users enter jobs to the cluster, the similar job profiles is assigned to these new users
based on some similarity criteria among users.
Wenhong Tian et al. [21] designed a job scheduler that aims to minimize the makespan
of a set of MapReduce jobs. The authors combine the features of both Johnson’s classical
algorithm and MapReduce to minimize the runtime for both online and offline jobs. They
considered the Offline and Online HScheduler with the best-known constant ratio for
decreasing the runtime.
Abaker Targio Hashem et al. [7] investigated the field of scheduling in big data platforms,
which was a comparison among Hadoop, Mesos, and Corona frameworks. The proposed
scheduling algorithms have covered the strategies, resources, workload, optimization ap-
proaches, requirements, and speculative execution.
Y. Yao et al. [23] proposed two new schedulers named HaSTE and HaSTE-A, for Hadoop
YARN systems. Their schema can improve the usage of resources and reduce the runtime
of MapReduce jobs based on each task’s fitness and urgency. HaSTE dynamically sched-
ules jobs for running when resources become available. By further considering each job’s
alignment, HaSTE-A addresses the long issue caused by iterative jobs.
Zhou et al. [25] proposed a fine-grained method to improve the allocation granularity
of resource. This method estimates resource information and divides jobs into execution
stages according to the actual requirements. Then, job resource requirements are matched
with the available server resources. They considered two aspects of allocation granularity:
duration and quantity.
Praveen M. Dhulavvagol et al. [6] discussed different scheduling techniques and their
performance on multimode clusters. They considered some parameters for performance
evaluation: CPU time, physical memory, and virtual memory. Their results showed that
a capacity-based scheduling algorithm is more efficient than FIFO and FAIR in terms of
CPU cycles, physical and virtual memory utilization.
Akhtar et al. [1] have presented a comparative study of job scheduling algorithms which
could be used in various big data-based image processing application. They have also
proposed a tipping point scheduling algorithm to optimize the workflow for job execution
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on multiple nodes. Their algorithm considered job execution time, CPU usage, and
workflow optimization. Another purpose of their work is to determine the essentialities
of job scheduling and resource allocation.
Hashem, I. A. T. et al. [8] proposed multi-objective MapReduce job scheduling based on
the reduction of the completion of time and cost. Their scheduling algorithm considered
the earliest finishing time to resource allocation. They compered experimental results
with other well-known schedulers, such as FIFO and Fair in different scenarios.
In this paper, the prioritization of jobs is done dynamically by considering effective pa-
rameters, which have not been addressed in previous researches. The goal is to reduce
waiting and turnaround time, resulting in optimal resource consumption.

4 The proposed method - dynamic job prioritization

In Hadoop platform, several jobs which may be shown as a vector J can enter into the
cluster at the same or different times J = {j1, j2, j3, · · · , jn}. Each job ji is divided
into some tasks, the size of each task depends on the size of the splits in Hadoop. In
Hadoop 2, the default value size of each split is 128 MB, so each job ji is a set of several
tasks or splits: ji = {t1, t2, t3, · · · , tm}. Tasks are performed on a cluster of machines like
M = {m1,m2,m3, · · · ,mt} and each machine can run them simultaneously [2, 11, 17, 22].
The default Hadoop’s scheduling algorithm does not consider any precedence over the
selection of jobs. Here, we present a new method to assign dynamic prioritized score
to jobs which are ready to run. To calculate this score for job i shown as Pt(i), many
parameters which affect the priority are considered. These parameters are: waiting time
for job i shown as Tw(i), runtime for job i shown as Tr(i), the number of jobs in the
waiting queue or the bustle of the waiting queue shown as l. When the queue is crowded
and the length of it is increased, the priority of the earlier jobs should be increased. It
means that the score of job i is proportional to (l− i)k1, where k1 is a constant coefficient
between zero and one that diminishes the impact of (l − i).
Tr(i) is the runtime of job i. Considering the fact that big jobs should not be starved and
small jobs should not be sacrificed for big jobs, we can conclude that the score of job i is
proportional to the ratio of the sum of its runtime and waiting time to its runtime divided
by a constant coefficient k2 which is the number of splits of each i. The discussion above
can be summarized in Equation (1) as follows:

pt(i) =
(
(l − i) ∗ k1

)
+

Tr(i) + Tw(i)

Tr(i) ∗ k2
or pt(i) =

(
(l − i) ∗ k1

)
+

1

k2
∗
(

1 +
Tw(i)

Tr(i)

)
(1)

In Equation (1), the waiting time for each job i at time t can be calculated from Equation
(2).

Tw(i) = Tc(i)− Te(i) (2)

In Equation (2), Tw(i) is the waiting time of job i at time t, Tc(i) is the system’s current
time, and Te(i) is the time which job i enters the system.
The algorithm (1) shows the pseudo-code to calculate the score of jobs.
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Algorithm (1)- pseudo-code of the proposed job scheduling policy

Input: Job set J //J is a set of jobs

Output: scheduled jobs
1. For each application do
2. L←− 0; // L is the length of queue

3. For each job do
4. id←− Job’s id; //each Job has a unique id

5. Dinput ←− the size of input data;
6. Nm ←− Dinput/Dsplit; // Dsplit is the default value of each split

(128MB)

7. Call EstimatingRunTime // EstimatingRunTime is a function for estimating

runtime of a Job

8. Return (Tr) ;
9. Ji ←− (id,Dinput, Nm, Tr) ;
10. ADD Ji to queue
11. Te(Ji)←− Time(); // Te(Ji) is the time that a Job enters in a

queue

12. L←− L + 1;
13. For each job in queue do
14. Tc ←− Time(); // Tc is the current time

15. Tw(Ji)←− Tc − Te(Ji); // Tw(Ji) is waiting time of job i

16. k1 ←− 0.3; // k1 is Constant coefficient (k1 = 0.3 is considered experi-

mentally tested)

17. k2 = Nm; // k2 is The coefficient is proportional to the

number of splits

18. Pt(Ji)←−
[
(L− i) ∗ k1

]
+
[
(Tr(Ji) + Tw(Ji))/(Tr(Ji) ∗ k2)

]
; // Pt(Ji) is priority score

of job i at time t

19. Then
20. Send for Running (Max(Pt(Ji)); // Run a Job with Maximum

value of Pt

In Algorithm (1), each job has a unique id. In line 5, the size of the input data is computed
and is placed into Dinput. In line 6, the number of splits are obtained by dividing Dinput to
Dsplit. The value of Dsplit is 128MB by default. In line 7, the EstimatingRunTime func-
tion is called to return the estimate runtime of a job as Tr. This function works according
to the job processing anatomy in Hadoop MapReduce. Two cases are considered: when
a job runs for the first time or a job has been previously run. In the first case, based on
the Hadoop execution pipeline, each phase formulates and runtime is calculated. In the
second case, by referring to the profile or the history of the job presented in the database,
and by using a weighting mechanism the runtime is estimated. For more explanations on
the runtime estimation of a job in Hadoop MapReduce refer to our other paper [18].



115 N.Peyravi / JAC 52 issue 2, December 2020, PP. 109 - 126

Ji includes id, Dinput, Nm, and Tr of each job that enters the queue for execution. When
a job is added to the queue, the length of the queue (L) is increased. The time that a job
enters a queue is assigned to Te(Ji).
Tc shows the current time. For each job in the queue, waiting time (Tw(Ji)) is obtained
from the difference between Tc and Te(Ji). k1 is a constant coefficient that is obtained
through several experiments. The results of those experiments revealed that the value
should be 0.3. Also, k2 is a coefficient that is proportional to the number of splits.
Based on Equation (1), the priority score of each job (Pt(Ji)) is determined.

5 Evaluation

For clarity, the evaluation is done in two parts. First, we justify the proposed method the-
oretically with hypothetical values, then test our method in a Hadoop cluster environment
and compare it with the default state.

5.1 Theoretical evaluation of the proposed scheduling method

Since both default Hadoop scheduling algorithms (Fair, Capacity) use the FIFO method
to enforce prioritization in their queues, first, we compare the proposed algorithm with
FIFO. Assuming that six jobs with their respective information presented in Table 1
enter a Hadoop cluster where their arrival times and run times are displayed in seconds
in columns 2 and 3, respectively.

Table 1: jobs information
Jobs Arrival Time(S) Run Time(s)
J1 6 2
J2 10 30
J3 3 20
J4 0 10
J5 12 15
J6 11 2

In FIFO method, the Gantt chart will be:

J4 J3 J1 J2 J6 J5

0 10 30 32 62 64 79

Therefore, the average waiting time and the turnaround time in FIFO method can be
obtained from the formula below respectively:

Avgwait =
24 + 22 + 7 + 0 + 52 + 51

6
= 26
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Avgturnaround =
26 + 52 + 27 + 10 + 67 + 53

6
= 39.16

In the proposed method, the priority of each job is determined dynamically based on
Equation (1).
At zero time, the only available work is J4, which runs and engages the system resources.
At time 10; J3, J1, and J2 have competition together. The priority of each one may be
computed as follows: (For simplicity in this example, we consider k1 = 1)

J1 : 1 +
2 + 4

2
= 4 J2 : 0 +

30 + 0

450
= 0.066 J3 : 2 +

20 + 7

200
= 2.135

The highest score belongs to J1, so it has the highest priority. Similarly, the priority of
other jobs is determined according to the following Gantt chart:

J4 J3J1 J2J6 J5

0 10 12 32 34 64 79

The average waiting time and the average turnaround time in the proposed method are:

Avgwait =
4 + 24 + 9 + 0 + 52 + 21

6
= 18.33

Avgturnaround =
6 + 54 + 29 + 10 + 67 + 23

6
= 31.5

Similar to the example above, the other five-set are theoretically tested. The results are
shown in Figures 1 and 2. According to Fig. 1 and Fig. 2, the proposed method is better
than FIFO both in average waiting time and turnaround time.
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Figure 1: average waiting time
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Figure 2: average turnaround time

5.2 Practical evaluation of the proposed scheduling method

After investigating the proposed method theoretically, for a more precise evaluation, we
tested our method in our lab with the specifications mentioned below in Table 2.

Table 2: Test environment specifications
Motherboard Giga p85

CPU Intel R©core i3-3240 2*2 cores 3.40 GHz
RAM 4 GB
HDD 500 GB
OS Ubuntu 17.04

Band Width 100 Mbps
Hadoop 2.9.1

JDK 1.8.1

In our lab, there are 13 systems as a cluster of Hadoop with the specifications in Table 2.
Out of the thirteen systems, one system is Master, and twelve systems are considered as
Slaves. Hadoop 2.9.1 is installed on the systems. Four conventional Hadoop benchmarks
[10] were used to produce jobs. TeraGen initially produces input data sizes of 1G, 2G,
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3G, 5G, 10G, and 20GB. WordCount is a memory-intensive job for counting the words
within a text. TeraSort is a CPU-intensive job for sorting the input file. Inverted Index
is a CPU limited job for looking up the set of documents contain a given word or a term.
Since the purpose of this study is to improve the performance of the Hadoop default sched-
uler (Fair and Capacity) the tests have been done with and without the proposed method
by using default scheduling algorithms in terms of the average waiting and turnaround
times.
By varying the number of jobs that entered the cluster at the same or different times, four
sets of tests have been performed. Each set of the test are scheduled with four methods:
Fair, Capacity, new Fair, and new Capacity. In the new Fair (new Capacity) method,
first, we ran our proposed method then we utilized the Fair (Capacity) method. Fig. 3
shows the comparison of the average waiting time, and Fig. 4 shows the comparison of the
average turnaround time in WordCount application. Fig. 5 and 6 show the comparison
for TeraSort application with average waiting time and turnaround time respectively.
Fig. 7 and Fig. 8 show the average waiting time and turnaround time for Inverted index
application.
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As the results show, new Capacity shows better results than Capacity. Also, new Fair is
better than the Fair. It means, when the system uses the proposed method for schedul-
ing jobs and determines their priority, the average waiting and turnaround times are
decreased. Additionally, the higher the number of jobs, the better the results achieved.
After running several similar tests, the investigation of the results shows an approximately
45% reduction in average waiting time and a 40% reduction in average turnaround time
compared to the Hadoop default algorithms.
After evaluating the proposed method in prioritizing jobs, we used the Ganglia monitoring
tool to investigate CPU and Memory performances. Ganglia is a distributed and scalable
monitoring tool for high-performance computing systems, clusters, and networks. This
software is used to view live or recorded statistics from criteria such as average CPU load,
network usage, and memory [12, 15, 19].
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For this purpose, two groups of experiments were taken. In the first set of tests, about
12GB jobs were given to the system and the default Hadoop scheduler was activated.
Fig. 9 shows the CPU performance and consumed memory. The second experiment was
repeated with the previous set of jobs, but in this experiment, the proposed method was
used to prioritize the tasks. Fig. 10 shows the amount of memory consumption and CPU
performance. In Figures 9 and 10, CPU performance is indicated by the diagram on the
right. In these diagrams, the x-axis shows the CPU operating time and the y-axis the
percentage of CPU usage. According to Figures 9 and 10, if Hadoop’s default scheduler is
enabled, the average CPU usage percentage is 9% and the average CPU wait is 20.4%, and
the jobs are done in interval 15:50 to 16:50. If the proposed method is used to prioritize
tasks, the average CPU usage percentage will increase to 12% and the average CPU wait
will decrease to 15.5%, and the jobs are done in interval 5 to 10:45. This is a significant
reduction in time.
In terms of memory consumption, using the proposed method involves a shorter amount
of memory to perform tasks.
We repeated the experiment with the conditions above. Fig. 11 shows the CPU perfor-
mance in the case where the default Hadoop scheduler is used, and Fig. 12 shows the CPU
performance in the case that our proposed method is used. According to these diagrams,
if we use the default scheduler, the average percentage of CPU usage is 7.2%, and if the
proposed method is used, this increases to 13.1%. Also, using the proposed method, the
average CPU wait is reduced from 21.2% to 17.4%. Similarly, the time interval is reduced
from 17:22 - 18:21 to 12:21 - 13: 7.
According to Figures 13 and 14, the memory time usage is shorter if the proposed method
is used. Reviewing the performance of other jobs showed similar results.

Figure 9: CPU and memory usage in Hadoop default scheduler
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Figure 10: CPU and memory usage in the proposed method

Figure 11: CPU performance using the de-
fault Hadoop scheduler

Figure 12: CPU performance in using the
proposed method
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Figure 13: Memory performance using the
default Hadoop scheduler

Figure 14: Memory performance using the
default Hadoop scheduler

We compared our proposed method with other studies [3, 4, 16, 23, 25] that had a similar
approach to ours. They also intended to improve Hadoop default job scheduling and focus
on reducing the average turnaround or job completion times. Fig. 15 shows the result of
this comparison.
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default scheduling

According to Fig. 15, our method has a higher improvement percentage than other
methods in job completion times.
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6 Conclusion and future works

In this paper, a novel dynamic method has been presented to improve the default job
scheduling in Hadoop MapReduce. This method determines the priority of execution
by allocating a score to each job. The execution priority is assigned to a job that has
the highest score among the jobs. To calculate this score, parameters such as waiting
time, the runtime of each job, the input data size, and the number of jobs in the waiting
queue are considered. The experiments show the proposed priority method improved the
default Hadoop job scheduler by approximately 45% in the average waiting time and by
40% in the average turnaround time. Also, by using the proposed method, not only CPU
performance improved but memory usage decreased as well.
In future work, we plan to extend the proposed scheme by using machine learning tech-
niques and optimize Hadoop parameter values by using metaheuristic algorithms to reduce
runtime. Also, we intend to work on Spark and Flink scheduling algorithms to process
streaming data.
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