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Abstract 
Kermanshah city is one of the polluted cities of the country due to traffic, industries and 
thunderstorms. In this study, five pollutants O3, So2, PM10, No2, Co were predicted using multilayer 
perceptron neural network for two time periods of today and tomorrow. Independent data include 
seven meteorological quantities of temperature, relative humidity, visibility, wind speed, dew point, 
pressure and precipitation. collinearity test and Forward Select technique were used to remove 
additional input variables and create subset of predictor variables. The optimal model was selected for 
each pollutant using RMSE, NMSE, R2, IOA and FB indices. The results show that model 2 with 6 
independent quantities is optimal for predicting CO and NO2 pollutants and for predicting O3 
pollutants model 5 with 3 input quantities is a satisfactory model also for predicting SO2 model 6 with 
two input variables and for prediction of PM10, model 4 with 4 input variables were the most 
appropriate models. The results of this study show that using Forward Select technique to optimize the 
number of variables increases the accuracy and decreases prediction costs 
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Extended abstract 
Introduction 
Today, air pollution is one of the main and most harmful problems in human societies, which has 
caused many environmental problems. Air quality is changing daily, even when the amount of 
pollutants entering the air is constant, factors that determine climate change, such as wind speed, wind 
direction, air mass thermal profile, amount of solar energy to perform photochemical reactions, wind 
duration or rainfall, alter air quality specifically. The air has a limited capacity and does not tolerate 
the discharge of various wastes and toxins that humans enter today.  
Air pollution in cities is always a permanent and serious threat to the health and safety of the 
community and the environment. Recent studies show that the potential effects of air pollution on 
human health include increased mortality, increased hospitalization, and increased physiological 
changes in the body, especially respiratory and cardiovascular function. The exponential increase in 
population has led to rapid deforestation, rapid growth in industries and multiplicity of vehicles. 
Accelerating unmanaged urban development has led to a change in the chemical composition of the 
atmosphere which is associated with human activities. Industries, vehicles and other natural or human 
resources add a huge amount of air pollutants to the environment, which will lead to the destruction of 
air quality, and this has led to damage part of the environment. Predicting air pollution before 
increasing the level of these contaminations and prompt alarm can contribute to the health of the 
community. On the other hand, an increase in the number of independent variables would increase the 
cost and also increase the time required for predicting air pollution. Therefore, in this study, Forward 
Select (FS) technique was used to obtain the most suitable combination of independent variables with 
the most accurate prediction of specific contaminants in the artificial neural network (ANN) model. 
 
Material and Methods 
Kermanshah is an extensive city in the west of Iran country having industries and thunderstorms. The 
total population of Kermanshah city was 1952434 in the 2016 population census and its area is 
250.45/4 km2. This city is located in the middle of the western part of the country between a 
geographic orbit of 33°41' N to 35°17' N latitude of the equator and 45°24' E to 48° 0.6' E longitude of 
the Greenwich meridian. In this research, relative humidity, temperature, dew point, precipitation, 
pressure, wind speed, and visibility with the previous day's pollutant concentration were used as 
independent data. The Bureau of Meteorology (main synoptic station) of Kermanshah provided the 
meteorological data from 2014 to 2016. The five pollutant data consisting of Sulphur dioxide (SO2), 
particulate matter PM10, carbon monoxide (CO), nitrogen dioxide (NO2), ozone (O3) related to the air 
quality of Kermanshah were acquired from the Department of Environment (monitoring station) in 
Kermanshah from 2014 to 2016. The collinearity indicates that an independent variable is a function 
of the other variables. The Multi-collinearity test means that there is a linear relationship between two 
or more independent variables in the regression. If the collinearity of a regression equation is high, it 
means that there is a high dependence between the independent variables and it may not have a high 
validity due to the high coefficient of determining the model. In other words, although the model looks 
good but has no significant independent variables. Therefore, if the variables have a large linear 
relationship, the estimated statistics and regression coefficients may not be able to show the unique 
role and effect of each of the independent variables.  
Multi-collinearity test was performed to remove additional input variables in SPSS software. The 
correlation between the independent and dependent variables is measured by two indicators of 
Variance Inflation Factor (VIF) and tolerance. The Variance Inflation Factor (VIF) indicates how 
much the variance of the estimated regression coefficients has increased since there are no correlated 
variables in the model. If the value of this index is close to one, there is no linearity. The relative 
tolerance factor is the relative scatter of a variable. If its value is close to one, it means that in an 
independent variable a small part of its scattering is justified by other independent variables, and if this 
value is close to zero, it means that one the variable is almost a linear combination of other 
independent variables. If the VIF values of the independent variables are more than 10 and tolerance is 
less than 0.2, then it can be said that the model is suffering from multi-collinearity.  
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To quantify the severity of the multi-collinearity, tolerance and Variance Inflation Factor (VIF) results 
were used. The Forward Selection (FS) method is based on regression and was used to select the best 
subsets of input variables. The Forward Selection (FS) technique has been used by many researchers 
to build powerful predictive models. This method is based on the degree of dependence of the 
independent variables with the dependent. After that, the variable that creates the most dependence 
with the dependent variable is considered as the first input and the variables with less dependence 
constitute a set of subsequent inputs. This step is repeated n-1 to evaluate the effect of each of the 
variables on the model output.A subset of the input variables is obtained to predict the outputs. The 
linear relation between variables created several models for each pollutant. Then the application of 
Multi-Layer Perceptron (MLP) network was used to predict pollutants in Matlab software.  
To reduce errors and increase accuracy in forecasting, both independent and dependent data were 
normalized between zero and one. Neural networks are nonlinear models that are widely used to 
identify systems, predict time periods, and pattern. These networks can be tools for the flexibility of 
nonlinear regressions, which are generally composed of one or more layers with different neurons. The 
structure of the neural network typically consists of three layers, the input layer that distributes the 
data in the network, the hidden layer that processes the data, and the output layer that extracts the 
results for specific inputs. The Multi-Layer Perceptron (MLP) network has a hidden layer, and the 
flow of input to the network takes place in a forward path from layer to layer. There are two kind of 
signals in the Multi-Layered Persephone (MLP) network, the function signal that travels in the path of 
departure, and the error signal that propagates in the return path of the network. One of the features of 
this network is its good computing features.  
The Multi-Layer Perceptron (MLP) model is the most general network for predicting air pollution. It 
can solve nonlinear and very complex problems through the network topology. In this study, 20% of 
data were used in the training phase and 80% data in the test phase. The results obtained from the 
models were evaluated with indicators. The Root Mean Square Error (RMSE), Coefficient of 
determination (R2), Normalized mean square error (NMSE), Fractional bias (FB), and the Index of 
agreement (IOA) indicators were used to determine the performance of the models. The Root Mean 
Square Error (RMSE), summarizes the difference between the observed and predicted concentration 
and shows the actual error model.  Therefore, in an optimal model, the Root Mean Square Error 
(RMSE), should be close to zero.  
The Coefficient of determination (R2), indicates how much of the changes in the data observed by the 
model have been reproduced. The high Coefficient of determination (R2) is a sign of desirability. A 
very small amount of the Normalized mean square error (NMSE), index indicates the implementation 
of the model in space and time, which is closer to zero, indicating the optimal model. Fractional bias 
(FB) indicates the low and high values of the predictions. If Fractional bias (FB), is equal to zero, it 
indicates that the forecast was very accurate. The Index of agreement (IOA) is a useful measure of 
model performance and has been proposed as an alternative to R and R2. This index is considered as 
the standard for measuring the mean square error. 
 
Discussion and Results  
In this study, to predict air pollutants in Kermanshah city and optimization effective variables in 
forecasting were used from the multi-layer perceptron model and Feature Selection (FS) technique. 
Results showed that relative humidity and temperature with VIF values of more than 10 and tolerance 
values below 0.2 exceeded the recommended value. After eliminating the both mentioned variables, 
the multi-collinearity test was repeated and results indicate that all variables were obtained within the 
recommended limit. The different subset of variables was developed using FS method by added one 
by one the variables constitute most to least correlation between input variables and dependent 
variable. For each pollutant, seven models were evaluated, but for O3 pollutant, eight models were 
calculated due to the effect of pollutant NO2. The results of multilayer perceptron neural network 
analysis show that, MODEL 1 with FB= 0.0170, IOA= 0.967, NMSE= 0.100 and the highest R2= 
0.7341 was suitable for same-day predicting of CO. To predict one-day advance of CO, MODEL 2 
and MODEL 5 have the highest R2 values, but IOA statistics in MODEL 2 is more than MODEL 5, 



 

and the values of FB and NMSE in MODEL 2 is lower than that of MODEL 5. So, MODEL 2 is more 
suitable for one-day advance of CO pollutants.  
In predicting the PM10 pollutant, the MODEL 4 has a maximum value of IOA= 0.960 and FB= 
0.00151 with one of the lower value than other models in same day predicting of PM10, and the 
MODEL 4 has the lowest amount of NMSE= 0.487 and RMSE= 0.0718 in one-day advance predicting 
of PM10. So, MODEL 4 is selected for prediction of PM10 pollutant as the optimal model. The 
prediction results of SO2 pollutant indicate that the MODEL 3 has the lowest FB= -0.00302 and 
NMSE= 0.135 and the highest IOA= 0.943 and R2= 0.6118, respectively. Therefore, this MODEL is 
perfect for same-day prediction of SO2 concentration.  
Based on the result MODEL 6 with lowest values of NMSE= 0.105, FB= -0.0048, and the highest 
IOA= 0.972 is suitable MODEL for predicting one-day advance of SO2.  
In predicting NO2 the MODEL 2 and MODEL 3 represents the highest performance compared to other 
models in same-day and one-day advance in prediction of NO2 pollutant. Comparing the two models 
mentioned for NO2 shows that both models have the same conditions in minimum and maximum 
values of the statistics, so considering the RMSE of the test phase, which is less in model 2 than model 
6, indicate that model 2 it is a more appropriate model in predicting NO2. The prediction results of the 
O3 pollutant indicate that the MODEL 7 in the same day forecasting and the MODEL 5 in one-day 
forecasting in terms of the IOA index have the same value, and the indexes NMSE= 0.00120 and FB= 
0.00137 in the MODEL 5 have the minimum values and in model 7, the value of R2 = 0.711 is 
highest, so the input composition of MODEL 5 is considered as the optimal model.  
Advantages of the Forward Selection (FS) technique include improving model accuracy, reducing 
computational time in model construction, facilitating data visualization and model understanding, and 
reducing excessive risk. The main idea of this technique is to evaluate the most useful subset of 
variables for a given learning algorithm, and the best subset of features is determined by the 
performance of the model. So, selecting the optimal model using FS technique has provided the 
possibility of saving time and reducing calculations cost, and by determining the final optimal model 
for each contaminant and selecting the most effective quantities in forecasting, it is possible to predict 
with more accuracy and less error.   
 
Conclusion 
Air pollution is a concern in many societies today, so choosing the best model for predicting pollutants 
in the atmosphere and using effective methods to determine the most important effective quantities is 
beneficial. Based on the results obtained, the final optimal model of model 2 with 6 independent 
variables is optimal for CO pollutant, and model 4 with 4 meteorological quantities is optimal for 
PM10 contamination. For pollutants SO2 model 6 with 2 independent variables and for pollutants NO2 
model 2 with 6 variables were selected as optimal and model 5 with 4 effective quantities is optimal 
for pollutant O3. In general, the results of this study show that use of multi-collinearity test and 
forward select technique to eliminate linear relations and create a subset of effective variables is 
satisfactory. The results of this study showed that for the prediction of any pollutants, no need to use 
all seven variables from the output of the multi-collinearity test. The optimal number of independent 
variables for the prediction of each pollutant was obtained differently. Therefore, we can conclude that 
the selection of effective independent variables by FS method will reduce the analysis cost and time, 
as well as increase the accuracy of the pollutant predictions. 
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