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Abstract 
The occurrence of floods in metropolitan areas always causes a lot of damages to various 
infrastructures. Therefore, providing methods with the ability to accurately assess these damages in the 
shortest possible time is a necessity of crisis management. In this regard, various methods for 
classifying remote sensing images have been developed, which always face challenges in 
differentiating land uses. Another challenge in flood crisis management is the lack of access to 
satellite imagery with high temporal resolution while maintaining spatial resolution  The purpose of 
this study is to evaluate the damage caused by the flood crisis in Khuzestan province following the 
flood of 1398, which is based on integration of images of Sentinel 2 and MODIS to produce a time 
series with relatively good spatial and temporal resolution. In order to prepare maps, a patch-based 
hierarchical convolutional neural network has been designed, which solves the challenge of extracting 
deep features due to the relatively weak structure of images with a resolution of more than 10 meters.
Finally, the area of damage to urban land cover and various agricultural lands has been estimated 
consecutively during the flood period. The results indicated that the proposed approach was properly 
faced with the challenge of speed and accuracy in preparing a flood destruction map, implementing on 
images at different times of the flood shows the generality. 
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Introduction 
Flood is a natural hazard that causes many deaths each year, and due to the effects of climate change, 
the number of occurrences is increasing worldwide. Therefore, natural disaster damage assessment, 
such as floods, provides important information to support decision-making and policy development in 
the field of natural hazard management and climate change planning. In this regard, in recent years, 
various methods for classifying remote sensing images have been developed, which always face 
challenges in differentiating a variety of land uses. Another challenge in flood crisis management is 
the lack of access to satellite imagery with high temporal resolution while maintaining spatial 
resolution, which is more pronounced in the presence of cloud cover in the area and occurs during 
floods. The purpose of this study is to identify flooded areas in Khuzestan province following the 
flood of 1398, which is based on the integration of optical images of Sentinel 2 and MODIS to 
produce a time series with relatively good spatial and temporal resolution. In order to classify and 
prepare maps, a patch-based hierarchical convolutional neural network has been designed, which 
solves the challenge of extracting deep features due to the relatively weak structure of images with a 
resolution of more than 10 meters. In addition, the effect of different neighborhood dimensions on the 
extraction of deep features in all images has been investigated. Finally, the area of damage to urban 
land cover and various agricultural lands has been estimated consecutively during the flood period. 
   
Material and methods 
The data used in this research are two series of different satellite images including Sentinel-2 MSI 
Level-1C images with a spatial resolution of 10 meters and the product of MODIS daily surface 
reflectance (MOD09GA) with a spatial resolution of 500 meters. The general process of implementing 
this research can be summarized in 7 phases. In the first phase, the data is first pre-processed. Then, in 
the second phase, the image fusion algorithm is implemented to predict the daily surface reflectivity of 
the images, and if the error and accuracy of the predicted images are appropriate, the time series of the 
flood period is obtained. In the third phase, Ground truth maps are prepared by the researcher using 
image interpretation. In the fourth phase, training samples are prepared from these data to perform 
various classifications such as deep learning approaches and machine learning, and the proposed 
network is implemented in different input dimensions. It should be noted that the number of training 
and validation samples in deep learning networks has been very limited and less than half a percent of 
images to automate and reduce user dependence. In the fifth phase, to perform damage assessment in 
the agricultural and vegetation regions, the relevant maps are prepared with the best approach tested in 
the previous phase, and finally, in the sixth phase, accuracy assessments are performed by the 
confusion matrix and related criteria. In the last phase which is the seventh phase, the area of flood- 
affected land uses is estimated. 
 
Discussion 
The present study is implemented to improve one of the most important issues in crisis management in 
the country, namely the assessment of damage caused by the sudden phenomenon of floods. 
Therefore, presenting a method with appropriate speed compared to existing methods and also 
increasing the accuracy of final maps due to its challenging has been one of the objectives of this 
research. First, in order to prepare a suitable time series of optical data with an appropriate spatial and 
temporal resolution, the ESTARFM fusion algorithm was used. According to the evaluations 
performed for the two integrated images, this algorithm has high efficiency and accuracy in areas with 
heterogeneous coverage. Due to the change in environmental conditions between the images, the 
maximum errors have occurred in water-sensitive bands, but all errors due to their small values in each 
band indicate the efficiency of the algorithm used. In addition, since the two images are predicted in 
time series, so the generalizability of the algorithm has been investigated and proven. Furthermore, 
regarding the classification algorithms for preparing the destruction map, the proposed neural network 
has a significant difference in accuracy compared to other approaches. In addition, in the study of the 
extracted classes, in the proposed approach, the built-up areas benefit from a very high identification 
compared to other algorithms and the appropriateness of other uses, especially the use of water areas, 
is maintained. According to the studies, the highest rate of flooding in the study area was in the third 
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week of April and after that, the area has been experiencing a decreasing trend. Therefore, the damage 
was estimated on April 14 and 21. According to the assessments, flooding has decreased from April 14 
to April 21 in built-up areas, rainfed and fallow lands, and has increased in wetland and Aquatic 
cultivation areas. 
 
Conclusion 
In this research, the ESTARFM image fusion algorithm, which is known to be suitable for combining 
images in heterogeneous regions, has been used for April 8 and April 14 images, and the evaluations 
have been done with the help of scatter plots and least-squares error. The results showed the efficiency 
of the method in integrating relatively high-resolution Sentinel 2 images and low-resolution MODIS 
images in the field of flood management. In the field of identifying flooded areas and further due to 
the poor structure of images with a resolution above 10 meters, the possibility of extracting optimal 
and deep features is difficult. In the present study, a patch-based convolutional neural network has 
been designed with a minimum of layers and hyper-parameters, which provides the possibility of 
training from scratch with the least amount of training samples and without overfitting for images with 
different environmental conditions. Also, in order to find the optimal state, the dimensions of different 
inputs in all images have been tested to make a comparison of the effect of different neighborhoods. 
Thus, patches of sizes 3 to 11 were tested, patches 5 and 7 in the pre-flood image, and patches 9 and 
11 in the post-flood images were the best. The results were compared with approaches such as object 
and pixel-based SVM, LCNN, and DCNN neural networks with dimensions of 3 × 3 and 5 × 5 
according to the reference research, and had a significant improvement in accuracy. Time evaluations 
were performed between all approaches and the lowest time was related to the proposed approach with 
patch dimensions of 3 × 3 and 5 × 5 and the highest time was related to DCNN network with 
dimensions of 5 × 5. However, due to the importance of time in crisis management and the need to 
prepare a high-speed map, the proposed approach has provided an appropriate response. If the time 
and accuracy are proportionally considered in implementing the research, the designed network in 9 × 
9 input dimensions is recommended because in this case, both the accuracy and the time superiority 
are satisfied. 
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